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Three things are discussed in this note around two results in the theory of angular momentum. First, 
certain Clebsch-Gordan coefficients of a compact topological group, which has a representation 
generalizing the antisymmetric representation [10] of So, are shown to possess an interesting symmetry 
property. Second, for physical purpose this property is applied to the octahedral group O:::::S. and its 
double (i.e., covering) group 0* (i.e., 0*/S2:::::0) considered as subgroups of S03 and SU2, respectively. We 
take this opportunity for briefly connecting some papers on the representation theory of SU2 recently 
published in this journal with some previous works by the author on the Wigner-Racah algebra of a 
noncanonical chain SU2 ::> G. Third, the material is used for rationalizing the well-known U = 1)- and less 
known U = 1/2)-isomorphisms of molecular physics in terms of isoscalar factors for the chains S03 C 0 and 
SU2.c.0·, respectively. 

1. PRELIMINARIES 

Result 1: An elementary calculation shows thar the 
matrix of the angular momentum J within the subspace 
spanned by 

B2 ={ - (1/V2) 12 - 1) - (1/V2) 121), 

(i/{2) 12 - 1) - (i/V2) 121), - (1/V2) 12 - 2) 

+ (1//2) I 22)} 

is equal to the matrix of - J within 

Bl ={(1/{2) 11- 1) - (1/V2) 111), (i/{2) 11- 1) 

+ (i/V2) Ill), lID)}. 

(As usual, Ijrn) denotes a normalized eigenvector of .f
and J".) Of course, the preceding equality still holds 
when the basis B j , j=2 and 1, undergo the same unitary 
transformation. Therefore, in what precedes we may 
replace the Cartesian basis B2 and Bl by the pseudosphe
rical basis 

B~ ={ 12 - I), - (1/V2) 12 - 2) + (1/v'2122), - 121)} 

and 

B: ={ 111), 110), 11 - I)}, 

respectively. 2-4 This first result turns out to be very 
useful in molecular phYSics and more specifically in 
ligand field theory. 1-5 

Result 2: In the same spirit, it is straightforward to 
verify thar ,5 the matrix of J within the subspace 

B5/2={(~r/21~-~)- (~y/21~~), _ ar 121~_~) 
+(~y/21~~)} 

is equal to the matrix of - tJ within 

A formal proof of Result 1 has been given by Griffith3 

through the using of Clesbsch-Gordan coefficients 
(CGc's) for the octahedral group O. More recently, 
Buch6 has reconsidered this proof in terms of isoscalar 
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factors for the chain S03 =>0. The proof by Griffith and 
thus by Buch lies in a symmetry property for some par
ticular CGc' s of 0 (a subgroup of SOs! ). Reasonably, a 
similar property for the CGc's of the spinor octahedral 
group 0* (a subgroup of SU2 !) should lead to a proof of 
Result 2. 

The aim of this article is to investigate Results 1 and 
2, as well as their extensions to other subspaces than 
B2 and Bs /2,1,3,4 in the light of the Wigner-Racah alge-

. bra (WRa) of the chains S03 => 0 and SU2 => 0*, respec
tively. Section 2 is devoted to a particular symmetry 
property for the CGc's of a given family (including 0 
and 0*) of groups. In Sec. 3 some basic conSiderations, 
useful to our problem, on the WRa of an arbitrary chain 
SU2 =>···=> C"=> C'=> C are reviewed. In addition, these 
considerations are connected to some (apparently dis
tant) papers recently published in this journal. Finally, 
we go back to our physical problem in Sec. 4 by com
bining Secs. 3 and 2. 

2. ON THE SYMMETRY OF CERTAIN CLEBSCH
GORDAN COEFFICIENTS 

Notations: Let C be a compact topological group. We 
use r to denote an irreducible representations class 
(IRC) of C. For each IRC r, we make a choice of a uni
tary matrix representation 

d' ={d'(R): R E C}, 

the matrix elements of Dr (R) being If' (R)ry. with Y, 
y' = 1,2, ...• dimr. We take the C irreducible tensorial 
sets (ITS's) that we deal with in the standard form. That 
is to say, an ITS associated to r spans If' rather than 
a representation equivalent to Dr. We choose a set of 
CGc's compatible with our set 

{Dr: all possible r's}. 

Finally, the notation (r1r 2Ylhli3ry), where i3 is an inter
nal multipliCity label, is employed for the CGc's of C. 

SPecial hYPothesis: As first hypothesis, we assume 
tJ.w.t C possesses a one-dimensional representation 
d' 0 distinct from the identity representation If' o. C lear
ly, the inner Kronecker product r0 fo is an IRC. We 
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convene to denote r ® f 0 as f once and only once r ® f 0 

*- r. As second hypothesis, we assume our set 
{U: all possible r's} to be constructed in such a way 
that U=Vl'® do. 

Theorem: If r is contained once and only once in 
r1®r Z' and if r 1® ro*-r and r® fo*-r, we have 

(r1r zh Yz! ry) =:: t(r1r zr)(r1r zh Yz! ry), (1) 

where t(r 1r zr) is a phase factor which does not depend 
on h, yz, and y. 

Outline of proof and discussion: The proof is immediate 
when specializing Gaunt's formula7 

.kd (R)n,*d1(R)Y1Y{ Dl'Z(R)Y2Y i d /J.(R) 

=:: U& d/J.(R)/dimr] L: (r1r ZY1 Yz! {3ry)(r1r z'Y{y~! j3r/)* 
8 

to our particular case. [The integration in Ie" .d/J.(R), 
where d/J. is the relevant Haar measure, is to be per
formed over the topological space G of G. ] Therefore, 
we get the relation 

(f1r zh Ya! fy)(r1r zy;y~! ry') * 

=:: (r1r ZY1 yzi ry)(r1r 2Y;y~! ry')* 

from which the announced theorem is easily deduced. 
Moreover, we may always arrange that the factor 
t(r1r zr) in Eq. (1) be equal to!. Note that a relation_ 
similar to Eq. (1) holds when r1r Z is replaced by r1r Z' 
Note also that Eq. (1) may be extended to the cases 
where r 1® fo and/or r® ro are equal to r 1 and/or r, 
respectively; the corresponding formulas are compli
cated and not interesting for our physical purpose, so 
we shall not present them here. These matters general
ize the particular symmetry properties of the V coeffi
cients for some simply reducible groups3 of interest in 
molecular physics. 

Examples: The group S" is particularly adequate for 
illustrating the preceding ideas. In that c~e r 0 corre
sponds to the partition [n] and the unique ro corresponds to 
[1"]. Furthermore, [a] standing for an arbitrary IRC of 
Sm the IRC's [a]® [1"] and [a] are customarily said to 
be associate or conjugate. Ac~ding to our convention, 
we use the notation [a]® [l"]=[a] only when [a}® [In] 
*- [a], a fact which slightly differs from the literature on 
Sn. To be more specific let u~onsider S4 '" Q, The five 
IRC's [4}, [31}, [22], [212}=::[31}, and [14}=[4] for S4 

are generally denoted by the chemical physicists as At, 
T z, E, T l , and Aa for 0, respectively. The theorem 
gives 

([ 31][a]h Ya! [31]Y) 

=([21Z][a]YlYz![21Z]y) Yh,Ya,Y, and [a] 

which can be rewritten as 

(T ZrY2Y! Tz'Yt) = (T1ryzY! Tl Yl) Y Yz, y, h, and r. (2) 

Equation (2) specializes to the relation3
,6 

V(Tz Ta T~=V(T1 T1 Tl) YYl,Yz,andy 
h Yz Y} 'Yt 'Yz y 
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that actually explains Result 1. 3,6 

As another example, let us consider 0*. This group 
has seven IRC's: At> T1 , E, Tz=i\, Aa=A1 (the five 
single-valued classes of 0) and E', U', E" = E' (the 
three double-valued classes of 0). According to the 
theorem, we have 

(E"ryzY! E"Yt) = (E'ryzY! E'Yt)YY2, y, Yt, and r (3) 

which will be proved to explain Result 2. 

3. WIGNER-RACAH ALGEBRA FOR A CHAIN 
SU2 J ... J G" J G' J G 

Trivialities: Let G be a subgroup of SU2. We shall use 
the notations of Sec. 2 for denoting the IRC's, irreduci
ble unitary matrix representations, and related CGc's 
of G. The restriction to G of each IRC (j) of SUz 
(j =:: 0, t 1, ... ) yields a generally reducible representa
tions class of G. This means that the standard irredu
cible matrix representationD (}) of SU2 restricted to G 
is equivalent to a completely reduced representation 
ttll' a(r ij)d of G, where a(r lj) is the frequency of r in 
(j). In other words, there exists a unitary matrix UJ, 

whose elements are denoted as U~,aI'Y> such that 

~ UJm,aI'y*D (j )(R)mm' Ui m' ,a'r 'y' 
mm' 

= 6(a' a)6(r'r)d (R)yy' 'f/ REG, 

where m, m' = - j, - j + 1, ... ,j and the symbol a is an 
external multiplicity label necessary only when a(r Ij) 
> 1. Note that a may be a simple numeral taking the 
values 1,2, .•. ,.a(r lj) or a complicated symbol contain
ing IRC's of the groups G', G",'" such that SU2~ .. , 
~ G" ~ G' ~ G. It is thus possible to construct G ITS's 
from the SU2 ITS's of vectors {I OIjm): m =:: - j, - j + 1, 
... ,j} and operators {1!: q =- k, - k + 1, .•. , k}. For 
instance, 

{ ! OIjary) = ~ I OIjm) Ui m,aI'Y: Y = 1, 2, ... , dimr} 

is a G ITS spanning if. The same thing is true for 

{~ar =z: 1!u"q,aI'Y: y= 1,2, ... , dimr1· 

The f junction: The function f defined via 

( 

j1 j2 j \ 

f ~rlYl azr zY2 aryl 

= (2j1 + 1)"1/2(_ 1)2J L: d z ma,a~ zYz 
m2 mml 

j (j . ! . ) • .i1 * xu m.aI'Y ilmzm Jt11lt u ml,all'1Yl ' 

where (jJmzm !j1ml) is a standard SUz CGc, proved to be 
very useful in the field of molecular physics. 8-10 The 
properties (existence conditions, selection rules, sym
metry properties, orthogonality properties, ... ) of the 
f coefficients have been extenSively studied. 8-11 We shall 

on~lYj;eport j~ere t~e )factorization formula
lo 

f = (2j1 + 1)-1 12(_ 1)2J 
~rlYt azrzYz ary 
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which will be used in the following. The coefficient (+ I) 
is independent of the indices Yz, y, and Yt. Equation (4) 
trivially follows from the Racah lemma applied to the 
chain SUz::) G or alternatively from the G Wigner
Eckart theorem (WEt) written in a SUZ::) G basis. 

The U junction: The isoscalar factor (+ I) resembles 
the coefficient U rediscovered (cf. Ref. 12) by Buch6 

for a chain S03::) g, where g is a finite multiplicity-free 
group. Actually, the relation 

U{lltr1 azr z ar}=(dimr1)1/Z(l r +k rll r)* 
l l k 2l + 1 zaz 2 a lllt 1 
1 2 1 

holds for the integer representations of the chain SUz 
::)g*, where g* is the spinor group of g. It should be 
noted that the arguments of the function U generally com
prise three a's, a point which was apparently overlooked 
in the formalism described in Ref. 6 (cf. also Ref. 12). 

Wigner_Eckarf theorems: Emphasis is placed on the 
U function in Buch's paper. We believe that the function 
important for the applications (to molecular physics) is 
the f function. As a matter of fact, the SUz WEt in a 
S Uz ::) basis reads8 

(0!1J1lltr1Yt I ~ar 100zJzazrzyz) 

=(0!1J111 T"IIO!zJz)J( rJ1 Jz k ) 
llt 1 h azr zyz ary , 

(5) 

where the reduced matrix element (II II), independent of 
the Ui matrices, coincides with the one defined by 
Racah. So that all the geometrical dependence of the 
right-hand side of Eq. (5) is contained within a single 
coefficient, viz., the f coefficient. The U coefficient, or 
more generally the (+ I) coefficient, makes it possible 
to connect the SUz WEt and the G WEt both expressed in 
a SUZ::) G basis. Indeed, the left-hand side of Eq. (5) 
may alternatively be written as 

(0!1 J1lltr 1h I r:ar 10!2JZaZrZyz) 

= (dimr1t 1/Z 6 (0!1J1lltr111 T"ar II 0!2JZaZr 2)8 
8 

X (r zryzy I iSr1 1'1)* 

owmg to the G WEt. Consequently, 
we gef O 

(0!1 J1lltr 111 T"ar II O!zJzazr Z)8 

(6) 

from Eqs. (4)-(6), 

= (- 1)2k[dimrd(2J1 + 1) ]1 IZ(0!1J1 II T" II 0!2JZ) 

x (Jzazr z + kar I J1llti3r 1)*, 

a relation which extends to an arbitrary chain SUz::) G 
the relation (7) of Ref. 6 valid for the chain S03 ::) g . 

Basis for SUZ: Before leaving this Section it is per
haps worthwhile to shortly connect the WRa of SU2 in an 
SUZ::) G basis with the representation theory of SUz. The 
theory of the representation of SUz has been revived in 
the last few years (for example, see Refs. 13-16). In the 
terminology of Patera and Winternitz, 15,17 there are two 
approaches to the representation theory of SUZ: (i) the 
"Lie subgroup type" one and (ii) the "non- Lie subgroup 
type" one. 
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(i) There exists only one, up to isomorphism, Lie 
subgroup type approach, namely, the standard or canon
ical one corresponding to the set {Jz, J~} of commuting 
operators. 15 This quantum-mechanical approach is the 
starting point for the WRa of S03 (or SU2) in the standard 
S03::)SOZ (or SUz::) U1) basis. We thus have the{jm} 
scheme: the quantities relevant for the representation 
algebra and the WRa of SUz in the canonical basis SUz 
::) U1 are labeled by j's and m's. 

(ii) On the other hand, there exists only one, up to 
isomorphism, second-order non- Lie subgroup type ap
proach, viz., that one corresponding to the set 
{J2,~+rJ~o<r<1 of commuting operators. 15 This leads 
to the {jA} scheme: the labels consist in that case of j's 
and A'S where A denotes an eigenvalue of J~ + rJ~. 

To the two above schemes we can add the {jary} 
scheme which is relative to the WRa of SUz in a non
standard or noncanonical SUZ::) G basis. An operator 
formulation of this scheme could be the following: the 
{jary} scheme corresponds to the set 

of commuting operators, where p(ry) is the ryth Wigner 
projection operator of G. The {jary} scheme covers, to 
some extent, the two preceding ones: obviously the {jm} 
scheme corresponds to G '" Ut and the {jA} scheme cor
responds to G '" D z*, the covering of the dihedral group 
Dz• This last point allows us to qualitatively obtain the 
results of Secs. 3,4, and 5 of Ref. 15. 18 From a quanti
tative point of view, the using of vectors adapted to the 
chain SUz::) Dz* could then simplify the calculation of 
the eigenvalues and eigenvectors of J~ + rJ~. In addition, 
the consideration of the chain SUz::) 0*::) D4*::) Dz * makes 
it possible to partly fill in the gap between SUz and Dz* 
and therefore: (i) to partly overcome the missing label 
problem when a(r Ij) > 1, where r stands for an IRC of Dz* 
(the problem is thus completely solved for j =i, 1, ••. " 4) 
(ii) to possibly further Simplify the calculation of the 
eigenstates of J~ + rJ~. In the same way, the considera
tion of the chain SUz::)D~*::)D2* allows us to successful
ly handle the miSSing label problem. This and other 
ways OUf9 are the subjects of future research. 

4. ~XTENSION OF RESULTS 1 AND 2 

In view of our physical problem we now go to the in
troduction of Eqs. (2) and (3) into the CGc's for the 
chains S03::) 0 and SU2 ::) 0*, respectively. From Eqs. 
(4) and (2), we get the first master formula 

f( j1 j2 k \ =A[3/(2j1 + 1)]1/Z 
a1 th aztY2 aT1y) 

x (j2aZt + kaT1Ij1llt t )*f( 1 I I ) (7) 
T1Y1 T1yz T1y , 

where t'" T1 or T z and A is the following phase factor 

A= (IT1 + IT11IT1). 

The other master formula 
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X(j2a2e+kaTll1t~e)*f( t f 1) 
E 1'1 E 1'2 Tll' ' 

where e = E' or E" and the phase factor B is 

B= (tE' + 1TlltE'), 

follows from Eqs. (4) and (3). 

(8) 

'The combination of Eqs. (5) and (7) leads, after some 
manipulations, to 

(j~tl'l I J;Tl Ua2t1'2) = a(lTl I'll J;TlI1Tl 1'2), 

where the proportionality constant a (independent of 
1'1> 1', and 1'2) writes 

a =A[j(j + 1)/2]1 12 (ja2t + 1Tllj~t)*. 

Equation (9) shows that the matrix of J within the t 
(= Tl or T 2) components of a j state (j = 1, 2, 3, ... ) is 
proportional to that one within the Tl components of a 

(9) 

p state. In the same way, from Eqs. (5) and (8) we have 

(10) 

where 

/3=B2[j(j + 1)/3f 12(ja2e + 1Tllj~e)*. 

Equation (10) proves the proportionality of the matrices 
of J within the e (= E I or E") components of a j state 
(j =t, t,~, ... ) and within the E' components of a t state. 

Results 1 and 2 appear as particular cases of Eqs. 
(9) and (10), respectively. As an example, the sets Bl 
and B2 are S03 ITS's, in a S03:J O:J D4:J D2 basis, of 
order 1 and 2, respectively. Consequently, the propor
tionality constant between the subspaces Bl and B j =2 

reads 

an expression which makes precise the corresponding 
result obtained in Ref. 6. 
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The Weyl transform is defined rigorously on the twisted product algebra of COO functions slowly increasing 
at exl. The image set under the Weyl rule of correspondence is shown to contain linear unbounded 
operators. In particular. the momentum and the coordinate operators P and Q and the polynomial 
functions of P and Q are included. 

I. INTRODUCTION 

The present paper aims at giving a mathematically 
rigorous definition of the Weyl transform! on a suf
ficiently large class of tempered distributions, so that 
the image set under the Weyl correspondence contains 
densely defined, not necessarily bounded linear opera
tors on a Hilbert space. In particular, the momentum 
and the coordinate operators P and Q and the polynomial 
functions in P and Q are to be included. 

In Ref. 2, Kastler showed that the Weyl correspon
dence can be viewed as a faithful *-representation of the 
B * -algebra of bounded measures on a 2n-dimensional 
symplectic space under the twisted convolution. Lonpias 
and Miracle-Sole3 extended Kastler's result to a class 
of tempered distributions whose image set under the 
Weyl correspondence consisted of bounded operators. 
Other work related to this topic can also be found in 
Refs. 4, 5, and 6. While Refs. 4, 5 deal with bounded 
operators only, Ref. 6 is mainly concerned with the 
relationship between the phase space formulation of 
quantum mechaniCS and the theory of pseudodifferential 
operators. 

The notations in this paper are those used in Ref. 7. 
The reader is also referred to Sec. III of the same paper 
for definitions and facts about the twisted convolution 
and the twisted product of distributions. 

In Sec. II of this paper, some noncommutative al
gebra of distributions are constructed, with multiplica
tion given by the twisted convolution and the twisted 
product. These are generalizations of the * -algebras 
E', Dc, and OM of L. Schwartz. B,9 Using these results, 
in Sec. III we extend the domain of definition of the 
Weyl transform to elements in 0M(R2n). The properties 
of the Weyl transform so defined form the contents of 
Theorem 4.1. The Weyl correspondence is seen to be a 
* and product preserving bijection from the * -algebra 
OM with the twisted product to the set of closable linear 
operators on a common dense set in a Hilbert space. 

II. SOME NONCOMMUTATIVE ALGEBRAS OF 
DISTRIBUTIONS 

It is known in the theory of distributions that E' and 
0c form convolution algebras. 8 We generalize these 
results to the case where the twisted convolution and the 
twisted product are used. If 00 is the delta distribution 
concentrated at 0 and 0~(R2n,*c) and 0M(R2n,oc) are 
spaces of O~(R2n) and 0~(R2n) equipped with the twisted 
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convolution and the twisted product as multiplication 
respectively, we have the following results: 

Theorem 2. 1: O~(R2n, *c) is a noncommutative algebra 
with unit element 00 for each c'* O. 

Corollary 2.1: E'(R2n,*c) is a subalgebra of O~(R2n, *c) 
with unit element 00' 

Corollary 2.2: 0M(R2n, oc) is a non-commutative al
gebra with unit element 1. 

To prove Theorem 2. 1 and its corollaries, we need 
the following lemmas: 

Lemma 2.1: Let.p E Dc. Then E~(c).p E 0c. 

Proof: For each 1) E R2n and creal, E~(c, 1;) = exp[ (ic/ 
2)1) x~] is infinitely differentiable as a function of ~. 
Using the Leibniz rule for differentiation, we have 

(jI)(E~(c).p)= 6 (P)O.(E~(C)W-• .p. 
.... p q 

Now o·E~(c)=P.(1),c)E~(c), where p.(1),c) is a polynomi
al in 1) and c of degree "" I q I, so that 

(1 + I ~ 12)koP(E~(c).p)= 6 (q)p.(1),C)(l + I ~ 12)kE~(c)OP-·.p. 
• ... p P 

It follows that 

1(1 + I ~ 12)koP(E~(c).p) I 

"" 6 (P) Ip.(1),c)1 1(1+ 1~12)kaP-q.p1-0 
... p q 

as I ~ I - co if k is taken to be an integer so that I (1 
+ I ~ 12)kaP-q.p I - 0 as I ~ I - co. Such integer k exists since 
.p E Ocr III 

Lemma 2.2: Let U,VE O~. Then U*CVE o~. 

Proof: Consider v as a tempered distribution; we have 

(Ery(c)v,.p> = (v, E~(c).p >, .p E S(R2n). 

Since E~(c) as a function of ~ is a member of OM' so 
that E~(c)v E S'(R2n). By Lemma 2.1, E~(c).p E 0 c if .p 
E 0c. From the fact that S is dense in Dc, there is a 
sequence {.p J in S and .p n -.p. Also, we have E~(c).p n 

- E~(c).p. From the continuity of v, 

(E~(c)v,.p,>= (v,E~(c).p,> - (v,E~(c).p> = (E~(c)v,.p>, .p E 0c. 

This shows E~ (c)v E O~. Now U * cv = U * (E~ (c)v) E O~ 
since E~(c)v E O~. This follows from the fact 
that O~ is a convolution algebra of distributions. III 
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Lemma 2.3: 00* cu=u* coo=u for all uE O~. 

Proof: 00* cu=oo* (E~(c)u) so that 

(°0 * E~(c)u, <I» = (°0 (1)), «E~(c )u)(~), <I> (~ + 1)))) 

= (u(O ,<I> W) = (u,<I» for all <I> E Dc, 

A similar computation shows u* coo=u. III 
Lemma 2.4: Letu,v,wEO~. Thenu*c(v*cw) 

= (u* cvh cwo 

Proof: Both sides of the above equation are well de
fined and are members of O~ by Lemma 2.2. A rather 
lengthy but straightforward computation shows that 
equality holds. We omit the details. 

Proof of Theorem 2.1 

The results of Lemmas 2.1,2.2,2.3, and 2.4 toge
ther with the fact that the twisted convolution * c is non
commutative for c"* 0 can be used to give a proof of 
Theorem 2. 1. 

Proof of Corollary 2.1 

Since E'(R2n)CO~(R2n) and 0oEE'(R2n), it is enough to 
verify the closure property for u, v E E'(R2 n). Let A, B 
be the supports of u,v. Now u* cv=u* (E~(c)v). We 
wish to show that E~(c)v has compact support and the 
supp[E~(c)v)=B. For each 1)ER2n and creal, En(c)v is 
a distribution since E~(c, 0 is infinitely differentiable. 
That is, 

(E~(c)v,<I» = (v,E~(c)<J» for all <I> E C;(R2n). 

Now supp(E~(c)<I»=suPP<I>; we have (E~(c)v,<I»=(v,E~(c)<J» 
= 0 for all <I> E C~(Bc), and BC is the complementary set of 
Bin R2n. It follows that supp(E~(c)v)=suppv=B. There
fore, u * CV E E'(R2n) since E'(R2n) is a convolution al
algebra. III 
Proof of Corollary 2.2 

The closure property of 0M(R2n) under the twisted 
product from the way it is defined, the properties of 
the Fourier transform F and the results of Theorem 
2.1. Since the unit function 1 E 0M(R2n) and F1 = (21T)nOo , 

one verifies readily that 1 ocg=goc1 =g for all gE OM' 

To verify that the twisted product is associative, let 
f,g,h be elements of 0M(R2n). Now 

f 0 c(g 0 ch) = (21T )-n p-1[Ff* cF(go ch)) 

= (21T)-2 np-1[Ff* cFF-1(Fg* cFh)) 

= (21T)-2np-1[Ff* c(Fg* cFh)) 

= (21Tt2np-1[(FfHFgh c(Fh)) by Theorem 2.1. 

On the other hand, 

{j 0 cg) 0 ch = (21T)-n[p-1(Ff* cFg) 0 ch) 

= (21T )-2n p-1[Fp-1(Ff * cFg) * c(Fh)) 

= (21Tt2np-1[(Ff* cFgh c(Fh)). III 

III. WEYL TRANSFORM OF DISTRIBUTIONS 

Let 

P=(P1,P2,· .. ,Pn)' Q=(Ql>Q2,··· ,Qn)' 
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:v~ere PJ ' .. QJ' 1..,; j ..,; n are linear unbounded self -ad
Jomt Schrodinger operators10 defined in dense sets [) 
[)QJ in L 2(Rn) respectively by PJ , 

and 

(Pj cp)(x ) = - ic ~ cp E [) 
dX

j 
, P j 

(Q,<IF)(x) = XJ<IF(X) , '¥ E[)Q • 
j 

c is a positive constant (usually denoted by Pi, the Planck 
constant). If (s, t) is an element of R 2n with 

n 

t,p= 6 t,P, , 
j=l 

n 

s'Q=6 s,Q" 
J= 1 

{exp(if,P,)}, {exp(is,Q,)} are the one-parameter unitary 
groups generated by iPJ and iQ,. 

The unitary operators exp(it 0 p) and exp(is 0 Q) can 
also be defined and their actions on an element cp of 
L 2(Rn) is given by 

(exp(it' P)cp)(x) = cp(x + ct), 

(exp(is °Q)cp)(x)=exp(is 'X)cp(x), 

from which the Weyl form of CCR follows: 

exp(it 0 p) exp(is 0 Q) = exp(it' s) exp(is 'Q) exp(it 0 p). 

Consequently, for each (s, t) E R 2n, the operator 

1T(S, tl= exp[(ic/2)s • t] exp( - it' p) exp(is ' Q) 

is unitary and 

(1T(S, t)cp)(x) = exp[ (is 0 (x - c/2f))cp(x - ct). 

It follows then 

1T(S, t)1T(U, v) = exp[ic(s 0 v - t °u)/2) 1T(S + u, t + v) 

for each (s,t), (u,v) in R2n. The map 1T: (S,t)-1T(S,t) is 
the "Schrodinger representation" of the irreducible 
Weyl system on L 2(Rn). 10 

LetfEL 2(R2n) and cp,<lFEL 2(Rn). The Weyl transform 
of f, denoted by w(j), is given by 

(w(j)cp, <IF) = (21T )-n J J (1T(S, f)cp, <IF)(FjJ(s, t) ds dt 

where (0, 0) denotes the inner product in L 2(Rn). W(j) 
can be shown5 ,6 to be a linear operator on L 2(Rn) of 
Hilbert-Schmidt type. In fact the Weyl correspondence 
f- w(j) is an algebra isomorphism from the twisted 
algebra L 2(R2n, 0 c) to the B * -algebra of Hilbert
Schmidt operators on L 2(Rn). 6 

With the above preliminaries, we generalize the Weyl 
transform as a map from 0M(R2n, oC) to the set A of 
closable linear operators defined on the common domain 
[) = C~(Rn), the space of infinitely differential functions 
with compact support, as a dense set in L 2(Rn). 

The following lemma is needed before we can give a 
precise definition of the Weyl transform of elements of 
0M(R2n, 0 c). 

Lemma 4.1: Let cp E[), (q ,p) E R 2n, and 

CP.(q ,p ,x) = (1T(q ,p)cp)(x) = exp[iq 0 (x - cp/2))cp(x - cp). 
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(1) As a function of x, cp~ED. 

(2) As a function of (q,p), CP~E 0c(R2n). 

(3) cP - cP~ is a bijection from D to itself. 

(4) (cp .. 'If)(q ,plE 0c(R2n) for each cP, 'If ED. 

(5) Let gE 0M(R2n) and Fg=gE O~(R2n). 

Then 

<,g, cp~(q ,p»(x) = cp~)x) ED. 

(6) The transformation w(g) given by (w(g)cP)(x)= 
= cP (x) = (gA, CP.) is a linear closable operator on D to ",g • 
itself. 

Proof: 

(1) This follows immediately from the fact that cP ED. 

(2) cP~ is infinitely differentiable in q and p. For a 
fixed x and c, a"'cp~ behaves like polynomials in q, p 
for any multi-index a. Consequently, CP~E 0c(R2n). 

(3) Let CP1 and CP2ED and (CP1)r=(CP2)~' But 1T(q,p) is 
unitary and its inverse is 1T(-q, -p); hence CP1=CP2' 
To show cP~ CPr is a surjection, let cpED. Then 1T(-q, 
-p)cpED and 1T(q,P)[1T(-q, -p)cp]=CP. 

(4) Since 

(cp., 'If)(q ,p) "'" I cp~(q ,p, x)~x) dx 

= I exp[iq· (x - cp/2)]cp(x - cp)~(x) dx, 

and a(q,p)(CP~,'If) behaves like a polynomial in q,p for any 
multi - index a. 

(5) Treating x as a parameter, and a as any multi
index, 

a: CP .. ,g(X) = a~(g, CPr> = (g, a~ cp~) 
with iJ:CP,E 0c(R2n) by (2). cp.,g has compact support 
since cp .. as a function of x, has compact support. 

(6) Let CPnED, limn.~cpn=CP and limn.~w(g)cpn='If. 
Now 1T(q,p)cpn(x) = cpn(x) ED for each n and limn.~(1T(q, 
p)cpn)(x) = limn.~ CP.n(x) "'" 1T(q ,p)(limn~ ~ cpn)(x) = cP~ since 
rr(q,p) is unitary. As a sequence in 0c(R2n), cp.n(q,p) 
-: cp.(q,p) for each x. Therefore, f~om the coptinuity of 
g, 'If = limn.'" (w(g)CPn)(X) = limn.~ (g, CP.,) = (g, 

limn.~ CPon) = (g, cP,) = w(g)cp. Linearity is obvious and 
w(g)cpED by (5). III 

The results of Lemma 4.1 justify the following 
definition: 

Definition 4.1: Let gE 0M(R2n, oc). The linear operatoI 
w(g) on D is called the Weyl transform of the distribu
tion g. The map W: g-w(g) from 0M(R2n, oc) to A is 
called the Weyl correspondence. 

The properties of the Weyl transform and the Weyl 
correspondence are given in the following theorem: 

Theorem 4.1: Let gE 0M(R2n, ocl. 

(1) w(g)* = w(g.), where * is the adjoint operator of 
w(g) and g is the complex conjugate of g. 

(2) The Weyl correspondence is an injection. 

(3) Let gl ,g2 E 0JR2n, 0 c). Then W(g1)W(g2) = W(gl 0 cg2) 
onD and w(g1ocg2)EA. 
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Proof of Theorem 4.1 

(1) Since the domain of w(i) is D, we wish to show 
(w(g)cp,'If)=(cp,w(g~*'If)=(cp,w(g)'If) for all cp,'IfED. 
Using the fact that gE 0b(R2n) has the property that for 
every k ~ ° there is an integer m = m (k) such that 

where g", is a continuous function on R2n such that 

we have 

= ~ «iJ"'g""CP.),'If)=(-l)I",1 ~ «g""a"'cp,),'If) 
1",14m 1",14m 

=(_1)1",1 6 II g",(~)a~cp~(Lx)~(x)d~dx 
1",I"'m 

=(_1)1",1 ~ Ig",m(cp~,\If)md~ 
1",1 "m 

=(g,(cp,,'If». 

On the other hand, 

(cp, w(g)'If) = (w(g)'If, cp}== <g, (\If~, cp» 

== <g( - 0 , ('If., cp» = <i( - ~), (\If., cp», 

= <.i( - 0, (cp , \If.» == <.i( - ~), (1T( - ~)cp, \If» 

=(.i,(cp~,'If». 

(2) Suppose gu g2E OM (R2n) and let W(g1)' W(g2) be the 
Weyl transforms of gl and g2 and 

(W(g1)CP)(X) = (W(g2):CP)(X) for all cpED. 

or 

Then by definition, 

<i1' CP.) = <g2' cp~) 

.....-...... 
(gl -g2' cp~) =0 for all cpED and XE Rn. 

.....-...... 
Since if cP~o, CP.~o, we have gl-g2=0. This implies 
that g1 =g2' since the Fourier transform is an 
isomorphism. 

(3) Let cP ED. Since w(gz)cp ED, therefore 
W(g1)[W(gZ)cP] ED. 

Now (W(g2)CP)(X) = <g2' cp~) = CP~,g2 (x) and 

w( g1)[W( g2)CP J = <.il (q1 , pI), 1T(ql ,pI) cP ',12 (q ,p». 

But 

rr(qi ,pl)(i2' (rr(q ,p)cp)(x» 

= <.i2' [1T(ql ,pI )1T(q ,p)cp ](x» 

= (i 2, exp[ic(qi. p - pl. q )/2]rr(ql + q ,pI + p)cp) 

= (exp(ic(qi • p _ pl. q )/2]g2' rr(q1 + q ,pl + p)cp) 
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where 

Hence, 

W(gl)[W(g2)CP ] 

= (gl(ql ,pl), «E~g2)(q ,p), CPr(ql + q ,pl + p)) 

~ ~ ----= (gl * cg2, CPr> = (gl ° cg2, CPr> 

=W(gloCg2)CP for all cpE[). 

This shows that W(gl)W(g2) = W(gl ° cg2) on [) and 
W(glocg2)CPE[). III 
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Explicit solutions are constructed for the lowest bound states of the Schrodinger equation with an attractive 
potential that behaves typically as r -2+. at the origin. The energy levels and wavefunctions, which depend 
on the small parameter € in a nonanalytic way, show some interesting properties; and some relations 
between this model and aspects of elementary particle physics are noted. 

REVIEW OF SINGULAR POTENTIALS 

In the usual study of the Schrodinger equation, in a 
state of orbital angular momentum l (in units with ft2/ 
2m=1), 

( 
1 d d l(l + 1) ) - y- dr y- dr +-yr- + V(r) -E R1(r)=0, 

we have the boundary condition at the origin 

R1(r) - constxrl. 
r~O 

(1) 

(2) 

In order to make this selection, and to discard the solu
tion which behaves as r- I - 1 , it is necessary to assume 
that 

(3) 

that is, that the kinetic energy term dominates the 
potential energy term as r goes to zero, If the potential 
should be more singular than 1/r2 at the origin, then we 
must investigate the equation more carefully: If this 
singular potential is repulsive, then we conclude that 
the correct solution to Eq. (1) does go to zero at the 
origin, but in some fashion different from (2), and we 
can proceed to do the usual sort of bound state and scat
tering calculations; however, if this Singular potential 
is attractive at the origin, we are unable to make any 
sensible solution to the equation. This latter situation 
may be described by saying that the potential has an 
infinite number of bound states going down to E= - 00. 

The borderline case, which we will study in detail, 
involves the potential 

V(r)- -g/r2. 
r~O 

If we put this into Eq. (1) and postulate the behavior 

R1(r) r-:O r', 

we get the indicial equation 

- s (s + 1) + Z(Z + 1) - g = ° 
with the solutions 

(4) 

(5) 

(6) 

s"= - t± [(z + 1/2)2 _gJl/2, (7) 

We see that there is a critical value of the coupling 
strength, 

g* =+ (l + t)2, (8) 

such that if g< g*, the root s+ describes the allowed 
solution and the root s- describes the improper solu-
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tion -and everything is normal. However, if g> g*, then 
then the two roots s are a pair of complex conjugate 
numbers 

(9) 

and there is no apparent way to select the "good" from 
the "bad" solutions. This situation is frequently de
scribed by saying that we now have a continuous 
spectrum (instead of a discrete spectrum for bound 
states), due to the loss of our boundary condition at the 
origin. Some insight into what has happened can be 
gained by looking at the wavefunction; 

R1(r) - a+r-1/2+ia + a_r-1/ 2-ia 

-Ar-1 / 2 sin(alnr+ ¢). (10) 

As we trace this function down to r= 0, starting from 
any finite value of r, we see that it has an infinite num
ber of nodes; and its value at r= ° is not defined, 
although this wavefunction is still normalizeable in the 
usual sense. The number of nodes in the solution to 
Schrodinger's equation at any given energy E is the 
number of bound states that exist at energies below E; 
thus we see here that there must be an infinity of bound 
states below any value of E (the energy level spectrum 
is bottomless, as well as topless). 

In an attempt to make some sense out of this situa
tion, Casel applied the condition that two solutions of 
the Schrodinger equation, belonging to different energy 
eigenvalues, must be orthogonal. This is equivalent to 
requiring that the Hamiltonian must be a Hermitian 
operator, acting upon the proper wavefunctions. He thus 
derived the condition, for any two solutions R and R', 

limr2 (R!!:.... R' -R'!!:.... R) = O. 
r~O dr dr 

(11) 

With solutions of the form given by Eq. (10) this condi
tion reads 

AA'asin(¢ - ¢') = 0, (12) 

and this is satisfied by requiring the phase angle ¢ to be 
the same for all states. This gives a discrete bound 
state spectrum, but the number of bound states is still 
infinite; furthermore, there is no way to determine the 
phase angle ¢. 

By taking the complete potential to be - g/ Y-, the 
Schrodinger equation can be exactly solved in terms of 
Bessel functions, and Case showed that the resulting 
energy level formula was 
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(13) 

where Eo is a negative constant-depending on the angle 
</> and thus arbitrary -and the quantum number n is any 
positive or negative integer or zero. {Eo = - 2 exp[2(</> 
- e)/ a], where e is the phase of the gamma function of 
argument 1 - ia}. 

In addition to the infinity of bound states at energies 
approaching minus infinity (n - - 00), the l/r potential 
also has an infinity of bound states as the energy ap
proaches zero, from below (n-+ oo ). These are really 
two distinct phenomena: The first arises from the 
singular nature of the potential at short distances' the 
second arises from the very long tail of the potential 
at large distances (reminiscent of the Coulomb poten
tial). Only the first situation-the short distance singu
larity-is of interest to us here; we shall imagine that 
the potentials we are interested in fall off faster at large 
distances so that there is a discrete cutoff to the bound 
states as the binding energy lessens. 

Other attempts have been made to handle the dif
ficulty at r= 0 2 but all these methods are artificial, and 
we generally conclude that the potentials, singular as 
l/r, cannot be sensible if the strength exceeds the 
critical value g* . 

The situation of a marginally singular equation, such 
as the 1/ r potential in the Schrodinger equation, will 
occur in any differential equation when the number of 
inverse powers of coordinate in the differential operator 
is equalled by the number of inverse powers of the co
ordinate in the potential. Thus this situation can be 
found in the Dirac equation with a Coulomb potential, in 
the Klein-Gordon equation with a Coulomb potential, 1 

and in several models of the Bethe-Salpeter equation. 3,4 

It is sometimes said that there is a correspondence 
between marginally singular equations and renormaliz
able field theories. It is not clear preCisely what is 
meant by this statement, but the analogy is probably 
that, as was shown by Case's work, the divergence 
difficulties in this marginally singular case can be 
summarized in a single parameter. 

ALMOST SINGULAR POTENTIALS 

In this paper we will study a Schrodinger equation 
model in which the potential is mathematically rigged so 
as to be not singular, but with a small parameter which 
will allow us to approach as a limit the marginally 
singular situation. Two explicit forms for this are 

. _g(r)6 
Model I. V=-;:r ro ' (14) 

Model II: V = -J. [1 + €in (;J ]. (15) 

f-O+ . 

No standard perturbation theory (expansion in power 
series in f) will work here because of the singular nature 
of the perturbing operators. Expressed another way, 
the resulting formulas will not be analytic functions 
about f = 0, and it is just from this nonanalytic behavior 
that some of the most interesting features of this model 
flow. 

864 J. Math. Phys., Vol. 17, No.6, June 1976 

The motivation for studying these models actually is 
based on more than just a mathematical game. Accord
ing to quantum field theory, potentials arise from the 
exchange of virtual quanta. Thus, the exchange of a 
spin zero quantum of mass J1. is described by the 
propagator 

1/(q2 - J1.2+ if), (16) 

where q is the 4-vector momentum transfer. Making the 
Fourier transform to coordinate space, we get a poten
tial which behaves like exp(- J1.R) for large R (R is the 
space-time distance between the two interacting parti
cles), and behaves like 1/ R2 for small distances. 

If one performs a time average on this relativistic 
potential, the result is the familiar Yukawa potential 
exp(- J1.r)/r. Letting J1. become zero, one has the famil
iar Coulomb potential. Since we are chiefly interested 
in behavior at small distances in coordinate space, we 
want to concentrate on the large q behavior in momen
tum space. 

The single-quantum exchange is only the lowest order 
field theory approximation to the complete interaction of 
particles. The following are two familiar diagrams from 
quantum electrodynamics, carried to a higher order of 
approximation: 

~----
The first diagram, single photon exchange, gives the 
momentum space potential -1/ q2. The second diagram 
is a vacuum polarization correction and the third is a 
vertex correction. These contributions to the interac
tion have been calculated, and, if one lookS at the high 
q behavior of the well known results, 5 they give cor
rection factors to the single photon exchange of 

[1 + 3: In(-~22 )] and [1-~ In ~ In( ~f) ] resp. 

(17) 

Looking at the Fourier transforms of these functions, 
we see that the improved field theory potential behaves 
at small distances as 

const InR 
V--- + const' x-R2 R2 , (18) 

which is like our Model II, Eq. (15). Another convenient 
field theory model is fixed source meson theory. Here 
one calculates the time independent potential between 
two sources by usual Schrodinger perturbation theory 
methods. In second order one gets the usual Yukawa 
potential, behaving like 1/ r at small r. In fourth order 
one finds terms which behave like (lnr)/ r; and in sixth 
order we have found terms that behave like (Inr)2/ r. (If 

one has purely scalar coupling in this fixed source 
model, then all these more exotic potential terms 
cancel out and the pure Yukawa formula is exact. How
ever, with inclusion of spin and/ or isotropic spin 
couplings, then, these new potential terms do survive. ) 
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It is an interesting question to ask what the exact 
small distance behavior of the complete (i. e., all 
or.ders of perturbation theory) field theoretic potential 
looks like, and we have no idea what the correct answer 
is. Our Model I potential (14) may be looked upon as a 
guess, taken as alternative to the perturbation theory 
guess of Model II, (15). 

SOLUTION OF MODELl 

We will solve for the lowest bound states of Eq. (1) 
with the potential (14). With the change of variables, 

the differential equation becomes 

(_~+ {[(2l+1)/E]2-H+~ 4/'_~ -A 
dy2 y2 t2 Y lU- U, 

where 

[For E = 1 this is the transformation that reduces the 
hydrogen atom to a harmonic OSCillator.] This looks 

(19) 

(20) 

(21) 

like a normal Schrodinger equation, having a very large 
angular momentum; the effective potential (1/ E2)y4/e _2 has 
the following behavior in the limit E - 0: For y < 1 this 
term vanishes, and for y> 1 this term becomes positive 
infinite. Thus we interpret this like an infinite potential 
barrier and replace it with the familiar boundary 
condition 

(22) 

The remainder of the equation is solved in terms of 
Bessel functions; the boundary condition at y = 0 is that 
u must vanish; and so we get the resulting eigenvalue 
condition: 

(23) 

(24) 

From Jahnke and Emde B we have the following formula 
for the zeroes of Bessel functions of very large order: 

Zn = II + Cn 1l1 / 3 + Dnll-1 / 3 + 0(11-1 ) 

?: S !!.n 
1 1. 8558 1.0332 

2 3.2447 3.1584 

3 4.3817 5.7598 

Putting these results together, we have the energy 
eigenvalue formula (for E - 0) 

(25) 

En=-4r~2 exp(;ln(l+f/2)2)exp(-El/3(~~:1)2/3)' 
(26) 

We see that this formula becomes very singular in the 
limit of E = O. The first exponential factor, which is the 
same for all states, establishes the very large numeri
cal scale of the eigenvalues. (Note that if g were less 
than g* = (l + i)2, then the sign in this exponent would 
change and the limit would be E = 0 instead of E = - co. ) 
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The second exponential factor gives us the stmcture of 
the eigenvalue spectrum. This factor also is singular in 
the limit of E = 0 but not as strongly as the leading factor. 
The rather bizarre dependence-exp(l/ El/3)-could 
hardly have been anticipated. Thus we find that not only 
the depth of the lowest eigenvalues, but their ratios as 
well are governed by very large pure numbers produced 
by the mathematic s of this problem. Thus, for l = O. 

(27) 

SOLUTION OF MODELl! 

Now we shall solve for the lowest bound states of Eq. 
(1) with the potential (15). Here we start with the 
transformations 

R/ =r-1
/

2u, r=xrl, E= - A/r1
2

, 

where 

r 1 = ro exp{ - (1/ gE)][g - (l + l/W]} 

to get the equation 

(
d2 1 d lnx ) 
dx +;dx +gE7-A. u==O. 

Next we write 

x= exp[1]/(gd/ 3], A= exp[ - 2J.L/(gE)1/3] 

to get 

C~2 + 1]- (gE)-2/3 exp[2(1] - J.L)/(gd/ 3 ])u = O. 

(28) 

(29) 

(30) 

(31) 

(32) 

This is looked upon Similarly to Eq. (20) in that the last 
term behaves, in the limit of E - 0, like an infinite 
potential barrier at 1] = J.L. Therefore, we need only 
solve the equation 

(33) 

with the boundary conditions 

(34) 

to get our eigenvalues 

En=-ro~ exp(g: [g-(l+W]-(g:)~73) (35) 

Equ~tion (33) may be solved in terms of Bessel 
functions; with the required boundary condition at 1]
- co (r= 0), we find 

(36) 

Thus the values J.L n are just the zeroes of this tabulated 
function. Actually, if one looks at the derivation of the 
earlier quoted formula (25) for the zeroes of Bessel 
functions of large order, 7 it is found that the exponential 
transformation (31) is involved, leading to the same 
Eq. (33) that we are now studying. The resulting iden
tification is 

(37) 

in terms of the coeffiCients given earlier. The energy 
formulas for the two models are quite Similar in 
structure. 
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SOLUTION OF A GENERALIZED MODEL 

The similarity in results of these two models sug
gest that we try to solve the generalized almost singular 
potential, 

v= - (g/-?)j(r) , (38) 

where the modifying factor f is very close to unity, 
except at very small distances. With the transformation 
R=r-1

/
2u we write 

(_!. !£ r!£ + U -E)U=O 
r dr dr ' 

(39) 

where 

(40) 

We assume that g> g* and also that f is such as to make 
the potential less attractive at very small distances. 
Thus U is positive at small r and negative at large r. 
We identify the point where U passes through zero as rl> 
and then we write 

(d~ + W(8) - exp[2(8 - A)])U = 0, (42) 

where 

W= - -?U = - (l + t)2 + gj(r1e6). (43) 

Now we expand about () = 0, where U, and therefore 
W, vanishes: 

W=a8+0(a282). (44) 

The parameter a is assumed to be very small, as in 
our previous models it is proportional to E. One more 
variable change 

8=1)a-1
/\ A= lla-1 /

3 

and we have 

(45) 

[~ + 1)+ O(a2 / 31)2) - a-2 / 3 exp(2(1) - Il))] U=O (46) 
d1)2 a 1 / 3 ' 

and so in the limit of a - 0 we have the earlier solution 
(33), (34). 

We can actually do a little bit better by watching more 
closely what happens around the point 1)= Il, that is, at 

r= r 1 exp(ll/ a 1
/

3
) =r2 • (47) 

By matching solutions of the equation approaching this 
barrier from both sides we pick up one more correction 
term to the energy, and our final formula is 

1 (24/3Cn ) En = - -2 exp - --;:;;r-r:r- + 2 (In2 - C) , r 1 a 
(48) 

where C is Euler's constant. This formula reproduces 
the two earlier results as special cases-except for the 
last factor, which was lacking before. 

DESCRIPTION OF THE WAVEFUNCTIONS 

The several transformations of variables may ob
scure the picture of what the eigenfunctions for these 
deeply bound states look like. The wavefunction goes to 
zero at the origin and has its first turning point at the 
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very small distance rl' Then it may oscillate; finally it 
has its second turning point at r2 - which is still a very 
small distance compared to the basic unit of length, r o, 

but is a rather large distance compared to r
1 

(see (47)). 
Furthermore the distance r 2 will be very strongly de
pendent on the quantum number n, for example 

r 2(for n = 2)/ r 2(for n = 1) = exp(1l2 - Ill)! a 1 / 3 

We also note that the tail of the function decays with 
length r z• Pictures of the functions will look as follows: 

r 

The functions are, of course, orthogonal to one another; 
but there is a more interesting property contained here. 
If one should have some reasonably smooth operator 
(such as a dipole length) and calculate its matrix element 
between these two states, the result will be a small 
number-depending on the ratio of the distances r 2 -due 
to the great disparity in the spatial extent of the two 
wavefunctions. 

Thus a transition rate between the nth state and the 
mth state (m less than n) would be characterized by the 
small number: 

"",l,n:2 (- 5.25 ) • exp ~ , 

a=10-1
, G2 ",10-5 

a=10-2
, G2 ",10-11 , 

a=10-3
, G2 ",10-23 • 

CONCLUSIONS 

This study of almost singular potentials in the 
Schrodinger equation has led to some interesting results 
and suggests some interesting ideas for future study. 
The small parameter built into the model (called E or 
a) allows us to construct solutions without introducing 
a cutoff or similar device; the answers can be expanded 
for small values of this parameter, although it is not a 
power series expansion. The resulting energy level 
spectrum is characterized by very large numbers-re
sulting from an exponentiation of the small parameter 
originally introduced-and the same is found for the 
overlap of the wavefunctions that would occur in any 
calculation of transition probabilities under some 
external interaction. These general features are char
acteristic of the baSic properties of elementary parti
cles: large ratios of masses (as between baryons and 
leptons) and severe heirarchy of interactions (strong, 
weak). 

A next step should be to explore the behavior of al
most singular potentials in the context of some relativis
tic equations, rather than the Schrodinger equation. One 
immediate problem will be the following: in the above 
study the energy E took on very large negative values; 
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in relativistic calculations (for example, in the Klein
Gordon equation) the analogous role is played by the 
quantity E2 - m2 and one does not know what to say about 
states with negative values of E2. 

*This paper is being supported by the National Science 
Foundation under the Grant No. MPS 74 08175 AOl. 
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On the structure of simple pseudo Lie algebras and their 
invariant bilinear forms 
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By definition simple pseudo Lie algebras do not contain any nontrivial ideal. We show that "graded 
simplicity" implies "simplicity" and discuss the uniqueness of invariant bilinear forms on a simple pseudo 
Lie algebra. A lot of examples of simple pseudo Lie algebras is given together with their invariant bilinear 
forms. Under certain general assumptions we derive that the Lie algebra {l contained in a simple pseudo 
Lie algebra a is reductive. Assuming that {l is reductive, we prove that the "adjoint representation of 0 in 
the odd subspace of II " is completely reducible with at most two irreducible components. Finally we show 
that the pseudo Lie algebras with nondegenerate "generalized Killing form" are direct products of simple 
pseudo Lie algebras. 

1. INTRODUCTION 

Recently there has been a remarkable interest in 
pseudo Lie algebras (or, as they are also called, graded 
Lie algebras, 1 both in the physical and in the mathe
matical literature. There is no need to establish a list 
of references since this has been done to a conSiderable 
extent in a recent article by Corwin, Ne'eman, and 
Sternberg. z 

Despite of the interest in these algebras the literature 
devoted to a systematic study of the structure of pseudo 
Lie algebras seems to be rather limited (at least to the 
knowledge of the authors). 

It can be shown3 that many of the elementary con
structions with Lie algebras and especially with their 
representations and their universal enveloping algebras 
(for example tensor products of representations, rep
resentations in spaces of linear mappings, representa
tions on spaces of multilinear forms, ... , and the 
theorem of POincare, Birkhoff, and Witt) can be adapted 
rather directly to pseudo Lie algebras. Nevertheless 
there are sufficiently many examples which show that 
the theory of pseudo Lie algebras is not merely a tran
scription of the theory of Lie algebras. 

To get some insight into the structure of pseudo Lie 
algebras we have decided to study the class of simple 
pseudo Lie algebras, with the hope that-as in the case 
of Lie algebras-the assumption of SimpliCity might be 
strong enough to enable a lucid theory. 

Our paper is arranged as follows. In the next section 
we introduce our notational conventions and give some 
definitions concerning the representations of pseudo Lie 
algebras. Section 3 contains some elementary proper
ties of simple pseudo Lie algebras. We show that 
"graded Simplicity" implies "simplicity" and discuss 
the uniqueness of invariant bilinear forms on a simple 
pseudo Lie algebra over an algebraically closed field. 
Section 4 contains a lot of examples of simple pseudo 
Lie algebras and their invariant bilinear forms. These 
algebras are to some extent analogous to the claSSical 
simple Lie algebras. We hope that this stack of exam
ples might be sufficiently rich to lead to realistic hy
potheses concerning the general structure of simple 
pseudo Lie algebras. 
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For any pseudo Lie algebra II the even subspace 9 of 
II (which is an ordinary Lie algebra) has a natural rep
resentation in the odd subspace ~ of II • In Sec. 5 we 
prove (partly under certain additional assumptions) that 
this representation is completely reducible with at most 
two irreducible components. Presumably, our results 
constitute a reasonable starting-point for a claSSifica
tion of simple pseudo Lie algebras (over an algebraical
ly closed field). This is explained in Sec. 6. 

We do not try to give a definition of semisimple 
pseudo Lie algebras. Presumably any simple pseudo Lie 
algebra should be semisimple. Therefore we prefer to 
wait until our knowledge of simple pseudo Lie algebras 
has been improved. In any case the pseudo Lie algebras 
with nondegenerate "generalized Killing form" are to 
be conSidered as semisimple, for we prove in Sec. 7 
that these algebras are direct products of Simple pseudo 
Lie algebras. 

2. PRELIMINARY REMARKS AND NOTATIONAL 
CONVENTIONS 

Pseudo Lie algebras are a special type of graded 
(nonassociative) algebras, whose multiplication behaves 
partly as a commutator and partly as an 
anticommutator. 

(a) In order to be able to give a precise definition 
(see also Ref. 2) we have to remind the reader of the 
concepts of graded vector spaces4 and graded algebras. 5 

In this paper we shall be concerned only with gradings 
with values in the additive two element group Zz = Z /2Z. 
Correspondingly, a vector space V will be called 
graded, if for each of the two elements 0 and 1 of Zz 
there is given a subspace Vo resp. V, of V such that V 
is the direct sum of Vo and V,, 

V= VoEB VI' (2.1) 

The elements of Vo (resp. VI) are called even (resp. 
odd). An element X of V is called homogeneous if it is 
even or odd, i. e., if X E Vo U VI' 

(b) The grading of V may be described by the linear 
map 

(2.2a) 
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defined by 

Yv(X+Y)=X-Y ifXEVo, YEVp 

We call Yv the grading automorphism of V. 

For any Z E V the elements Hz +Yv( Z)] resp. 

(2.2b) 

-Hz - yiZ)] are the uniquely determined elements Zo 
E Vo resp. Z 1 E V1 such that Z = Zo + Z l' They are called 
the even resp. odd component of Z. 

(c) A subspace U of V is called graded if 

u=(Un Yo) +(un V1 ), (2.3) 

i. e., if for every element Z E U its even and odd com
ponents belong to U, i. e., if Yv(U) CU. 

(d) If V= VoEB V1 and V' = VbEB V{ are two graded vec
tor spaces then there is a natural procedure to define 
a grading of the tensor product V® V', of the vector 
space L (V, V') of linear mappings from V into V', of 
the vector space B( V, V') of bilinear forms on 
VXV',···. In fact if Lo(V, V') [resp. L(V, V')] denotes 
the subspace of even (resp. odd) linear mappings, then 

Lo(V, V') ={gE L(V, V') Ig(vo) C V~, g(VJ C Vn, 

L( V, V') = {g E L (V, V') Ig(Vo) C V{, g( V1) C Vb}, (2.4) 

and if Bo(V, V') [resp. B1(V, V')] denotes the subspace of 
even (resp. odd) bilinear forms, then 

Bo(V, V') 

= {</> E B(V, V') I </>(Vo x V;) = </>(V1 X V~) ={o}} 

B1(V, V') 

={</> E B( V, V') I </>(vo x V~) = rp( V1 X V{) = {o}}. 

(2.5) 

(e) An algebra L is called graded if it is graded as a 
vector space 

L =LoEBL1 (2.6) 

and if the usual rules for the "multiplication of even and 
odd elements" are satisfied, i. e., if 

(2.7) 

A homomorphism of a graded algebra L into a graded 
algebra L' is by convention always even (as a linear 
map). 

It is easy to check that the grading automorphism y 
(=YL) of L is in fact an automorphism of the algebra L, 
i. e., 

y(AE)=y(A)y(E) ifA,BEL (2.8) 

(f) To give a concise definition of a pseudo Lie algebra 
we need the concept of a commutation factor. 6 This is 
(in the present paper) the map 

€: ZZXZ2- Z 

defined by 

€(a, (:l) = (-1)"'~, a, {3E Zz. 

(2.9a) 

(2.9b) 

(g) A pseudo Lie algebra is then a graded (nonasso
ciative) algebra L =LoEB L, whose multiplication (de
noted by a bracket ( , » obeys the following identities: 

(A, B) = -€(a, {3)(E,A), (2.10) 
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«A, E), e) =(A, (E, e» - €(a, {3)(E, (A, e» 

(generalized Jacobi identity), 

ifAEL"" BELa, eEL, a,{3EZ2 • 

(2.11) 

Observe that Lo (with the multiplication inherited from 
L) is an ordinary Lie algebra. 

We shall always assume that L1 '" {o}. 

(h) An important class of examples of pseudo Lie 
algebras is the following. Choose any graded vector 
space V = Vo EB V1. Then the associative algebra L (V) of 
linear mappings of V into itself is also graded. Define 
a bracket operation on L (V) by 

(A,B) =AB -€(a, {3)EA, (2.12) 

ifAEL",(V), BELB(V), a,{3EZz' Then the vector space 
L (V) equipped with this multiplication is a pseudo Lie 
algebra which we shall denote by pl(V) and which plays 
much the same role in the theory of pseudo Lie algebras 
as 01 (V) does in the theory of ordinary Lie algebras. 

(j) Suppose L is a pseudo Lie algebra and V is a 
graded vector space. A graded representation of L in 
V is by definition a homomorphism of L into pl(V), 
normally denoted by 

A-Av, AEL. 

It is obvious from (2. 11) that the map 

adL : L - pl(L) 

defined by 

adL(A)(E) =(A, B) 

(2.13) 

(2.14a) 

(2. 14b) 

is a graded representation of the pseudo Lie algebra L 
in the graded vector space L, called the adjoint repre
sentation of L. 

(k) The restriction of ad L to La is a representation of 
the Lie algebra Lo in L, therefore we can speak of La
invariant (La-irreducible, ... ) subspaces of L. If V is 
an La-invariant subspace of L, then the representation 
of Lo in V induced by adL will be called the adjoint rep
resentation of Lo in V. 

The Jacobi identity (2.11) shows that multiplication 
is an Lo-invariant bilinear map of L XL into L. Hence 
if U and Vare two La-invariant subspaces of L, then 
(U, V> is La-invariant, too. (Recall that according to 
common usage, (U, V) denotes the subspace of L gener
ated by all elements of the form (A, B), A E U, BE v. 

(1) Suppose we are given two graded representations 
of L in two graded vector spaces V and V', respective
ly. Then there are natural definitions3 of graded repre
sentations of Lin V® V', L(V, V'), B(V, V'), .... In 
the second case one defines 

if A E L "', gEL" a, y E Z 2, and in the third case 

(ABrp)(X, Y)= -€(a, ljJ)rp(AvX, Y) 

-€(a,ljJ +~)</>(X,AV'Y) 

ifAEL"" </>E/3"" XEVp YEV', a,ljJ,~EZ2' 

(2.15) 

(2.16) 

(m) Given a graded representation of a pseudo Lie 
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algebra L in a graded vector space V, an element X E V 
is called invariant (With respect to this representation) 
if 

(2.17) 

If X is invariant then its even and odd component are 
invariant, too. 

(n) It is now natural to look for invariant bilinear 
forms on L, and especially to ask: Suppose we are given 
a graded representation of a pseudo Lie algebra L in a 
finite dimensional graded vector space V. Can we asso
ciate with this representation an invariant bilinear form 
on L (just as in the case of Lie algebras)? 

This can in fact be done, 3 for if Yy is the grading 
automorphism of V, then the bilinear form <p y on L 
defined by 

<py(A, B) =' tr(yyA yBy), A, BEL (2.18) 

is invariant. Note that <P y is even and that 

<py(A, B) = E(O', (3) <piB,A) 

ifAEL"" BELa, O',{3EZ2 • 

(2.19) 

If L is finite dimensional we can consider the adjoint 
representation of L and obtain an even invariant bilinear 
form <p on L which we call the Killing form of L. (This 
form has been found independently by Pais and 
Rittenberg. 7) 

We remark that the procedure above also works in the 
case of higher multilinear forms and that it is easy to 
find the corresponding invariants in the universal 
enveloping algebra of L, provided there is an even non
degenerate invariant bilinear form on L. 

(p) After these general remarks it is useful (to avoid 
indices) to modify the notation for pseudo Lie algebras. 
In the following a pseudo Lie algebra will normally be 
called a and the even (resp. odd) subspace of a will be 
denoted by 9 (resp. u ), 

a=lIffiu,u * {O}. (2.20) 

Then II is an ordinary Lie algebra. 

From now on all vector spaces and algebras are sup
posed to be finite dimensional over a field K of charac
teristic zero. 

3. DEFINITION AND ELEMENTARY PROPERTIES 
OF SIMPLE PSEUDO LIE ALGEBRAS 

Apart from minor modifications an algebra L is 
called simple if it does not contain any nontrivial (i. e., 
different from {O} and L) ideal. In the case of graded 
algebras one can also restrict the attention to the 
graded ideals [see Sec. 2. (c)l of the algebra; then the 
concept of graded simplicity emerges. For pseudo Lie 
algebras there is no difference between these two stand
pOints, because we have the following proposition. 

Proposition 1: Suppose that a = II ffi u is a pseuso Lie 
algebra without nontrivial graded ideals. Then a does 
not contain any nontrivial left or right ideal. 

Proof: We remark that any graded left (or right) ideal 
of a pseudo Lie algebra is in fact a two sided ideal. 
Suppose now that f is a left ideal of a, different from 
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{o} and a. If y is the grading automorphism of Q [see 
Sec. 2. (b), (e)l, then y{f) is a left ideal, too; therefore 
f +y( f) and f n 1'( f) are graded left (hence two sided) 
ideals of II, and consequently 

l+y(O=a, f ny(f)={o}. 

Then, clearly, 

g={H +y(H)iHEf}, 

u ={H -y(H) iH E f}. 

Now we define a linear map 

T:a-II 

by T(H) =H, T(y(H» = -y(H) if HE f. 

Then 

(hence T is bijective) and 

T(9) == u, T( u) = 9 . 

(3.1) 

(3.2) 

(3.3a) 

(3.3b) 

(3.4) 

(3.5) 

Finally [since f and y( f) are left idealS 1 it is easy to 
check that T commutes with the adjoint representation 
of II, that is 

T«A,B» =(A, T(B», A,B Ell. (3.6) 

But a map T with these properties cannot exist. In 
fact, if X, Y E g, then 

(T(X) , T( Y» == r« T(X), Y» = - T« Y, r(X») 

== - T2(y,X) = (X, V). 

This equation yields 

(X, Y) =0 

(3.7) 

(3.8) 

if X, YEa are both even or both odd. If one of the ele
ments X, YE II is even and the other is odd, then X and 
T(Y) have the same degree and therefore 

T«X, Y» == (X, T( V»~ = 0, 

hence (X, Y) = 0 in this case, too. This means 

(a,a) =={O}. 

(3.9) 

(3.10) 

But then II and u are graded ideals in II and it follows at 
once that II =u =={O}, contrary to the assumption that f 
is different from {a}. The case of right ideals is treated 
similarly, or one can use the fact that the graded vector 
space a equipped with the (opposed) multiplication 
(A, B) - (B ,A) is a pseudo Lie algebra, too. Thus we 
can give the follOwing definition. 

Definition: A pseudo Lie algebra II is called simple if 
it does not contain any nontrivial idedl, and if (a, II) 

* {O}. 

The last condition serves to eliminate the trivial one
dimensional pseudo Lie algebra. The definition yields 
at once the following lemma. 

Lemma 1: Let a = 9 EB Ii be a simple pseudo Lie algebra 
{recall that we suppose It * {O}). Then: 

(O')(U,U) =0; 

({3)(o,u)==Ii; 
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(y) the adjoint representation ad II of 9 in 11 [see 
Sec. 2. (k)] is faithful; 

(0) if cf> is a homogeneous (i. e., even odd) invariant 
bilinear form [see Sec. 2. (l),(m)] on , then 
either cf> = 0 or cf> is nondegenerate; 

(E) If y is the grading automorphism of a, then 

tr(yadaX)=O for all XE9. 

In fact, for any pseudo Lie algebra a = 9 EB Ii and any 
homogeneous invariant bilinear form cf> on a, the follow
ing four sets are (graded) ideals of a : 

fa< =(u,Ii)EBu, fa =Q EB(g,u), 

fr={AEg I(A,B)=O for all BEU}, 

fo ={AEal cf>(B,A)=O for all BEa}. 

Finally, if A, B Eli, then 

tr[yad«A, B»)] 

= tr[y(2.dA)(adB)] +tr[y(adB}(adA)] = 0 

(3.11) 

(3.12) 

since adA anticommutes with y. Therefore, (E) follows 
from (01). Concerning the invariant bilinear forms on 
simple pseudo Lie algebras we prove the following 
proposition. 

Proposition 2: Suppose that K is algebraically closed 
and that a = 9 EB ~ is a simple pseudo Lie algebra (over 
K). Then all invariant bilinear forms on a are propor
tional and hence homogeneous of the same degree. 

Proof: Let cf> and cf>' be two invariant bilinear forms 
on a. Then the even and odd components of cf> and cf>' are 
also invariant. Therefore we may assume that cf> and cf>' 
are homogeneous; let 1/J (resp. 1/J') be the degree of cf> 
(resp. cf> '). 

The cases cf> = 0 or cf>' = 0 are trivial, hence (see 
Lemma 1(6)] we suppose that cf> and cf>' are nondegen
erateo Then there is a linear map 0': a - a such that 

cf>'(A,B)=cf>(O'(A),B) for allA,BEa. (3.13) 

It is easy to prove that 0' is a homogeneous linear bijec
tive map of degree './I + 1/J'. From the invariance of cf> and 
1>' it follows that [see Sec. 2. (f) 1 

O'«A,B») =E(O!, l.jJ + 1/J') (A, O'(B) (3.14) 

if A E a is homogeneous of degree 01 and if B E a is 
arbitrary. 

Let us now first assume that cf> and cf>' have the same 
degree, i. e., that l.jJ + IV = O. Then 0' is an even linear 
map of a into itself. Let S be an eigenvalue of 0' and 
define 

f={BEa 100(B)=sB}. (3.15) 

Since a is even, f is a graded subspace of a, and from 
(3.14) it follows that 

O'«A, B») =(A, a(B) = s(A, B) 

for all A E a, B E f, i. e. , f is a graded ideal of a . 
Therefore f = a and 

cf>'(A,B) =s cf>(A,B) 
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(3.16) 

(3. 17) 

for all A, BEll . 

Let us now assume that cf> and cf>' have different de
grees. We define a bilinear form cf>" on II by 

cf>"(A,B) = cf>(0'2(A),B), A,B Ell. (3.18) 

Then cf>" is nondegenerate and has the same degree as 
cf>. Furthermore, it is easy to check that cf>" is invari
ant. According to what we have just proved there is, 
therefore, a constant t E K, '* 0, such that 

0'2 =t id. 

From (3.14) we know that 

O'«A, B») = E(O!, 1) (A, O'(B) 

(3.19) 

(3.20) 

if A E II is homogeneous of degree 01 and BE a is arbi
trary. If y is the grading automorphism of II [see Sec. 
2. (b),(e)J, this equation is equivalent to 

O'«A, B») =(y(A), O'(B) (3.21) 

for all A, B Ea. It follows that 

(0' 0y )«A, B») = O'«y(A), y(B)) 

= (A, (0' 0 y)(B). (3.22) 

Now we define 

(3.23 ) 

(where r-t is one of the two square roots of - t). Then 
r is an odd linear bijective map of a onto itself such 
that 

r«A, B») = (A, r(B) for all A, B E a, 

r 2 =id. 

(3.24) 

(3.25) 

But from the proof of Proposition 1 we know that this 
leads to a contradiction. The proposition is proved. 

Remark: As we shall see in the next section, the 
study of invariant bilinear forms on a simple pseudo Lie 
algebra a is more complicated than the corresponding 
problem for Lie algebras. 

In fact, the following four situations all do occur: 

(I) the Killing form [see Sec. 2. (n) 1 of n is 
nondegenerate; 

(II) the Killing form of a is zero but there exist 
nondegenerate even invariant bilinear forms on 
a; 

(III) the Killing form of a is zero but there exist 
nondegenerate odd invariant bilinear forms on a ; 

(IV) there is no nonzero invariant bilinear form on a • 

4. EXAMPLES OF SIMPLE PSEUDO LIE ALGEBRAS 
AND THEIR INVARIANT BILINEAR FORMS 

Before we shall derive some general theorems on the 
structure of simple pseudo Lie algebras it will be help
ful to have at our disposal a stock of examples, since 
on one hand they may give some advice in obtaining 
realistic hypotheses and on the other hand they may 
serve to illustrate our theorems. Most of the results 
of this section have been obtained by direct calculation. 
Since this is sometimes a bit cumbersome and does not 
give any further insight, we omit all the details. 
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Our starting point is the general pseudo Lie algebra 
pl(V) [see Sec. 2. (h)]. We choose 

V=K"EBK"', n,m?c1 (4.1) 

with K" the even and Km the odd subspace of V. It is then 
natural to write pl(n, m) instead of pl(K" EB K"'). The 
elements X of pl(n, m) are (or rather may be identified 
with) (n +m)X(n +m) matrices and will be written in 
block form 

(4.2) 

with A an arbitrary nXn matrix, B an arbitrary nXm 
matrix, C an arbitrary m Xn matrix, and D an arbitrary 
m Xm matrix. If X' = (~: ~:) is a second element of 
pl(n, m), then 

(X,X' ) 

fAA ' -A'A +BC ' +B'C BD'-B'D +AB' -AlB) 
-\CA' -C'A +DC ' -D'C DD' -D'D +CB' +C'B . 

(4.3) 

It is obvious that the mapping 

(4.4) 

is an isomorphism of pl(n, m) onto pl(m, n). 

(a) Evidently, all elements (X,X'); X,X' Epl(n, m), 
are of the form (~ ~) with tr(A) =tr(D). Hence we may 
define a pseudo Lie algebra spl(n, m) by 

spl(n, m) ={rc ~) E pl(n, m) I tr(A) = tr(D)}. (4.5) 

We remark that the algebra spl(n, n) does contain the 
unit matrix; it generates a one-dimensional ideal of 
spl(n, n) which turns out to be the center of spl(n, n) and 
will be denoted by & n' 

By direct calculation we obtain the following results: 

(i) the algebras spl(n, m) with n* m are simple; 

(ii) if n>- 2, the only nontrivial (left) ideal of spl(n, n) 
is 0 n' hence the quotient algebra spl(n, n)/o n is 
simple; 

(iii) the (left) ideals of sp1(1, 1) which are different 
from {Of are the subspaces of spl(1, 1) which 
contain 01' 

Let y v be the grading automorphism of V = K" EB K m 
• 

Then we know that 

(4.6) 

is an even invariant bilinear form on pl(n, m) and on 
spl(n, m). 

The Killing form of pl(n, m) is found to be 

(X, Y)- 2(n - m)tr(yvXY) -2 tr(yvX)tr(yvY), (4.7) 

hence the Killing form of spl(n, m) is 

(X, Y) - 2(n - m) tr(yv XY). (4.8) 

It follows that the Killing form of spl(n, n)/on is zero. 
Nevertheless, by going to the quotient, the invariant 
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bilinear form (4.6) on spl(n, n) furnishes a nondegener
ate invariant even bilinear form on sp1(n, n)h n' 

(b) Suppose now that we are given a bilinear form \If 
on V = K" EB K'" and let us consider the set of all elements 
of p1(n, m) that leave \If invariant [see Sec. 2. (1), (m)]. 
If \If is homogeneous then it is easy to see that this set 
is a suba1gebra of p1(n, m). 

In the following we write the elements of V in the 
form of pairs (x, y) with two column vectors x E K" and 
yEK"'. 

(c) We consider first the case where \If is even. 

Then \If has the form 

\If «xl1 YI)' (x2, Y2») = IXI M U x2 + tYI M""Y2 (4.9) 

with an n Xn matrix MKK and an m Xm matrix M"". 

An element (~ ~) E pl(n, m) leaves \If invariant if and only 
if 

tAMu + MggA = 0, t BMgg - M"UC = 0, 

tCMuU +MggB=O, tDM"" +M""D =0. 
(4.10) 

It is now appropriate to choose MU and M"" nondegener
ate and one of them symmetric, the other skew
symmetric. 

Hence let m,p?c 1 be any positive integers and let n=2p. 
Choose 

MU = G =( ° Ip
), MUU =Im , 

- Ib 0 

where Ik denotes the k-dimensional unit matrix. 

Then our conditions read 

(4.11) 

(4.12) 

Let a (2p, m) be the subalgebra of pl(2p, m) described by 
these conditions. The first equation says that A is an 
element of the symplectic Lie algebra sp(2p) and the 
second condition demands D to be an element of the 
orthogonal Lie algebra o(m). 

In a more detailed investigation it might be advanta
geous to distinguish between the cases where m is odd 
or even and to choose for MtItI the symmetric matrices 
well known from the discussion of the simple Lie alge
bras of types Bk or D k • But we would like to stress that 
the cases m = 1 and m = 2 are not excluded. 

With these definitions we have shown that: 

(i) All pseudo Lie algebras n (2p, m); p, m>- 1, are 
simple; 

(ii) The bilinear form on a (2p, m), 

(X, Y) - tr(yv XY), (4.13) 

is even, nondegene rate, and invariant. 

(iii) The Killing form of a (2p, m) is equal to 

(X, Y)- (2p -m +2)tr(yvXY). (4.14) 

(d) Next we consider the case where \If is odd. 

Then \If has the form 

\If «xp YI)' (x2 , Y2») = t XI MlJUY2 + tYI Mugx 2 (4.15) 
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with an n Xm matrix M'" and an m Xn matrix MUg. An 
element (~ ~) E: pl(n, m) leaves 'IT invariant if and only if 

tAMKU +MKUD=O, tBMKU -M"KB=O, 

tCMUg +MKUC=O, tDMuK +MUKA =0. 
(4.16) 

It is then appropriate to choose 

(4.17) 

Suppose now n = m "" 1 and 

(4.18) 

Then our conditions read 

tA +D=O, tB-B=O, IC +C=O. (4.19) 

Evidently an element of pl(n, n) satisfying these condi
tions lies in spl(n, n) if and only if tr(A) = 0, i. e., if and 
only if A E: sl(n). Hence we define a subalgebra II (n) of 
spl(n, n) by 

b(n)={(~ _~) I tr(A)=O, tB=B, tC=-C}, (4.20) 

where A, B, Care n Xn matrices. 

The case n = 1 is trivial. For n"" 2 we have shown: 

(0 If n "" 3, then the pseudo Lie algebra II (n) is simple 
and there is no nonzero invariant bilinear form on 
l1(n); 

(ii) the only nontrivial (left) ideal of b(2) consists 
(in the notation introduced above) of those ele
ments of b (2) for which C = 0; 

(iii) all invariant bilinear forms on b (2) are even and 
degenerate. 

(e) Suppose finally that m =n and consider the set of 
all matrices (~g)E:pl(n,n) withA=D and B=C. 8 It is 
easy to see that this set is a subalgebra of spl(n, n), 
namely the subalgebra of all elements of pl(n, n) that 
leave invariant [see Sec. 2. (1), (m) 1 the odd linear map 
of V into itself, described by the matrix (~In bn ). If X, X' 
are two elements of this subalgebra, then (X, X') has 
the form (; ~) with tr(B) = 0. 

Hence we define a subalgebra b n of spl(n, n) by 

Evidently b n[as defined in (a) 1 is contained in 0 n' To 
simplify the notation we write (A,B) instead of (; ~). 

The case n = 1 is trivial. For n"" 2 we have shown: 

(i) If n"" 3 then b n is the only nontrivial (left) ideal of 
b n' The nonzero invariant bilinear forms on 0 n are 
odd and proportional to 

(A,B), (A',B'»- tr(AB' +BA'). (4.22) 

(ii) The algebra 0 2 contains a second nontrivial (left) 
ideal besides b 2 namely 

{(Al2 , B) I A E: K, BE: sl(2)}. (4.23) 

(iii) The even (resp. odd) invariant bilinear forms on 
02 are proportional to 
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«A, B), (A', B'» - tr(AA') - ~ tr(A) tr(A') 

[resp. «A,B),(A',B'»-tr(AB' +BA')\. 
(4.24) 

From this we conclude: Suppose n"" 3. Then the 
quotient algebra b nh" is simple. Going to the quotient 
the odd invariant bilinear form (4.22) yields a non
degenerate odd invariant bilinear form on 0 nlo n' Conse
quently, there cannot exist any nonzero even invariant 
bilinear form on on/; n' especially the Killing form of 
o nlo n is equal to zero. 

The algebras bn/o n are the (j,d) algebras of Gell
mann, Michel, and Radicati. 8 

5. ON THE COMPLETE REDUCIBILITY OF THE 
ADJOINT REPRESENTATION OF 9 IN II 

The examples of the preceding section have the fOl
lOwing property in common: The adjOint representation 
of 9 in Ii [see Sec. 2. (k) 1 is either irreducible or it is 
the direct sum of two irreducible representations. In 
this section we shall show (partly under additional 
assumptions on 9 and K) that this is a general property 
of simple pseudo Lie algebras. We begin with the 
following theorem. 

Theorem 1: Let Q = 9 EB ~ be a simple pseudo Lie alge
bra. Suppose that ~ is the sum 

(5.1) 

of two 9 -invariant subspaces II 1 and ~ 2, both different 
from U. Then the sum is direct, i. e. , 

and the adjoint representations of 9 in uland u 2 are 
irreducible. Furthermore we have 

Proof: We start with a lemma. 

(5.2) 

(5.3) 

Lemma 2: Let n = 9 EB ~ be a simple pseudo Lie alge
bra. Suppose that II is the direct sum 

(5.4) 

of 9 -invariant subspaces II 1> ••• , ~ r> all different from 
{O}. Then r=l or r=2, and in the case r=2 we have 
(5.3). 

Proof of Lemma 2: The case r = 1 is trivial. Let us 
consider the case r = 2; once this case has been settled 
the rest will follow immediately. We shall prove that 

is an ideal of n • 

Evidently f is 9 -invariant [see Sec. 2. (k) 1; 
furthermore 

hence f is invariant under ad II . 
1 

Finally 

(u 2,(u lOU 1» C(~2'9>CU2' 
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and on the other hand 

(11 2,(11 11 11» C«U2 ,U 1), II ~ +(U 11 (U 2, 1/ 1» 

C (9, U 1) +(U 1>9) C U 1> 

hence 

(11 2 , (11 11 UI» ={O} 

and therefore 

(112' < u 1, (Ii 11 II 1») C « II 2' II 1)' ( II u -;, 1» 

C(g,(UH~I» 

C(Uu'U I ), 

i. e. , is invariant under ad II . 
2 

Since evidently f '* II we conclude that 

(UpUI)={O} 

and similarly (11 2, U 2) =={O}, 

hence [see Lemma l(a)] 

(lI u II 2) =(11,11) =9. 

If nOw r ~ 3 and if k E {I, ... , r}, then 

and the case r = 2 yields 

(EEl U., EEl u .)={O}. 
i1-1( t i fit J 

It follows that 

(IIi, u) ={O} for aU i, jE{l, ... ,r}, 

that is 

(u, II) = {O}, 

(5.8) 

(5.9) 

(5.10) 

(5.11) 

(5. 12) 

(5. 13) 

(5.14) 

(5.15) 

(5.16) 

contrary to the assumption that II is simple [see Lemma 
l(adJ. 

Let us now come to the main proof. If u i1 i = 1, 2, 
are the 9 -invariant subspaces of u mentioned in the 
theorem, then we define 

u 7 = (IIi' Ii Tl) if n>-- 2. 
(5.17) 

It is easy to see that for all n>-- - 1 

u~ is 9 -invariant, (5.18) 

(5.19) 

(5.20) 

From (5.20) we deduce that there is an integer k>-- 1 
such that 

(5.21) 

Using (5.18) and (5.19) it is then obvious that u~kEBu~k+1 
is an ideal of II, hence equal to zero. We conclude that 

(5.22) 

if the positive integer n is sufficiently large. 

Now we define for each integer I ~ 0 
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1 

f ~ =6 (uiO-k) n Ii~k), 
k,O 
1+1 

f~=~ (u120-kh1n U~k-l), (5.23) 
1>"0 

It is easy to see [using (5.18), (5.19) and (5.1)J that 
f Z is an ideal of Q, for every 1>-- O. We remark that 

f ~= g, (5.24) 

Evidently 

f ~ C (II ~ l+ 1 + II 2) n ( u 1 + u; 1 + 1 ) • (5.25) 

Therefore if uiZ.I={O} or u~I'l={O} (and this will happen 
for sufficiently large l), then f ~ * u and consequently 
f 1= {O}. Now let L be the smallest of the integers I ~ 1 
such that 

(5.26) 

Then on the one hand uiL - 1 and u;L-1 are different from 
{O}, since otherwise f L-I ={O} and therefore L would 
not be minimal. In particular we conclude that f L-I = Q , 

hence f '1-1 = U, But on the other hand it follows from 
(5. 26) that the sum defining f ~ -I is direct. Since we 
already known that the two terms 11 iL - 1 and Ii~L-l of this 
sum are not equal to {O}, Lemma 2 shows that all the 
remaining terms be equal to {o}. It follows that L = 1, 
for otherwise L would not be minimal. 

Thus we have shown that f ~ = It is the direct sum of 
uland Ii 2' It is now evident that II 1 and U 2 are g -

irreducible. For suppose for instance that II { is a 9 -

invariant subspace of u 1 different from U I' Then we 
can apply the result just proved to u 1 and Ii 2 + II { and 
see that the sum of these two subspaces of Ii must be 
direct, that is II {={O}. 

The theorem is completely proved. 

Corollary: Under the conditions of Theorem 1 the 
Lie algebra 9 is reductive (i. e., 9 is the direct product 
of a semi simple with an abelian Lie algebra). 

Proof: In fact, g has a faithful completely redUCible 
representation, 9 

It is instructive to state Theorem 1 in the following 
equivalent form: 

Let Q = 9 EB ~ be a simple pseudo Lie algebra, Then 
either II is the direct sum of two g -irreducible sub
spaces Ii 1 and 11 2 which satisfy the equations (5.1) or 
else there exists a unique maximal fi -invariant proper 
subspace U 0 of u . 

Of course in the second case one would like to know 
whether in fact Ii' 0 = {O}, 1. e., whether ~ must be 9 -

irreducible. If this would be true, then we could con
clude that generally the Lie algebra contained in a 
simple pseudo Lie algebra must be reductive. 

Up to now we have been unable to answer these two 
questions. The follOwing proposition gives another hint 
that the "reductiveness conjecture" might be true. 

Proposition 3: Let a = 9 EB u be an arbitrary pseudo 
Lie algebra. Suppose that Q has a graded representation 
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such that the corresponding invariant bilinear form on 
a [see Sec. 2(n)] is nondegenerate. Then 9 is reductive. 

Proof: This proposition follows easily from Ref. 10. 

To proceed it is now reasonable to assume that 9 is 
reductive. If in addition K is algebraically closed, then 
we can prove even more than our conjecture above. 

Theorem 2: Let K be algebraically closed and let 
a = 9 EB 11 be a simple pseudo Lie algebra. Suppose that 9 

is reductive and that the adjoint representation of 9 in u 
is undecomposable. Then 9 is semisimple and the ad
joint representation of 9 in u is irreducible. 

Proof: The proof of this theorem is rather lengthy. 
We begin with two lemmas which bring the adjoint 
representation of 9 in II (denoted by ad II) to some nor
mal form. (As in the theorem we shall assume here 
and in the following that K is algebraically closed.) 

Lemma 3: Let 9 be a reductive Lie algebra, i. e., 
9 = 9 S X 9 a is the direct product of a semisimple Lie 
algebra 9 S with an Abelian Lie algebra 9 a. Then any 
undecomposable representation of 9 is isomorphic to 
the tensor product of an irreducible representation of 
g S with an undecomposable representation of g a. 

Lemma 4: Suppose p is an undecomposable represen
tation of an Abelian Lie algebra ga in a vector space V. 
Then there exists a basis (el)l"l .. n of V such that for all 
A Ega and all iE{l, ... ,n}, 

p(A)ei=A(A)e j + L Aj/(A)eJ (5.27) 
J<i 

with suitable linear forms A and An, 1.;; j < i.;; n, on ga 

(i. e., the matrices of the representation are upper 
triangular and the elements on the diagonal coincide). 

Both lemmas are well known; Lemma 3 follows for 
example from Ref. 11 and Schur's lemma, and Lemma 
4 is a special case of Ref. 12. 

We apply these lemmas to ad Ii . From Lemma l(E) 
we know that 

tr(ad Ii A) = 0 for all A Ega, (5.28) 

hence the linear form A in (5.27) must vanish in the 
present case. Since ad u is faithful we conclude: There 
exist' 0 S -irreducible subspaces ill, 1.;; i.;; n, oill such 
that 

(QI) u is the direct sum oftheu i , l~i~n, 

(f3) the representations of 9 S in the subspaces iI i 

(induced by ad u and denoted by ad,,) are all 
isomorphic and faithful, 

(1') (ga, ui)cE9j<i~j especially (oa,u l ) = {o}. 

If n = 1 , then we have the situation which according 
to the theorem must hold: In fact, (g a, u) = {o} and hence 
11 a = {o} Since ad v is faithful. 

II 

Let us now assume n>-- 2. We shall show that 0 a e 
< 0 a, Ii) is an ideal of a. Once that this has been estab
lished the theorem is proved: According to (1') this ideal 
is different from n, hence equal to {a}; but 0 "={o} is 
in contradiction with n>-- 2. 

To begin with we remark that 
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(o",u)=E9i1 J • 
j< n 

(5.29) 

By (I') we know that 

(o"\i)cEeuJ. 
, i<n 

(5.30) 

If equality would not hold, then we could write 

u=(lin+(oa,u») +EBu J, 
}<n 

(5.31) 

which according to Theorem 1 is in contradiction to our 
assumption that u is undecomposable. 

Now let A be the association subalgebra (without unit) 
of L (u ) generated by the linear mappings ad Ii A, A Ega. 

It is then easy to see that every element of A commutes 
with every linear map adu X, X E g, and that the product 
of n arbitrary elements of A is zero. F'urtherm ore, we 
obtain from (5.29) 

(5.32) 

N ext we choose a Cartan subalgebra f of 0 s. For any 
linear form A on f we define 

o :>.={XEg I(H, X) =A(H)X for all HE f}, 

u\ = {YEll} I (H, Y) = A(H)Y for all HE f }. 

Then 

0 0 = f+g a
, 

(5.33 ) 

(5.34) 

(5.35 ) 

the linear forms A'* 0 with g ~ '* {a} are the roots of 0 ' 
(with respect to f ) and the linear forms A with Ii { '* {o} 
are the weights of ad uj' Since all representations ad I~I' 
1.;; j ~ n, are isomorphIc, all these representations have 
the same weights. As is well known, 

o s=!EB E9 0:>., 
:>''<l 

(5.36) 

(5.37) 

For all linear forms QI, f3 on f and all i, j E {I, ... ,n} 
we have 

hence 

(Ii!, u~) ={o} if QI + f3'* 0 is not a root, 

( ;;!, Ii ~) c 9 '" +8 if QI + f3 '* 0 is a root, 

(u""u!",)c I+o a
• 

On the other hand, if we suppose QI'* 0, then 

(5.38) 

(5.39) 

(5.40) 

We can now prove a more precise version of (5.32). 
In fact, suppose j E {1, ... ,n -1} is given and let Z,* 0 
be some element of Ii}. Then (5.32) shows that there 
exist elements Qr EA and ZT E II n, 1 ~ r ~ s, such that 

(5.41 ) 

But if we choose a weight A such that it 1 is one-dimen
sional (such weights do exist) and if Z E u~, then it is 
easy to see (since A and ad;; commute) that we can find 
one elem ent P J EA and one element i E it~ such that 

(5.42) 

and consequently 
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~~ ==Pi(U~) for all weights Cl!. (5.43) 

After these preliminaries we are ready to prove that 
g\B( ga, u) is an ideal of a (at least if n:;,. 3). 

The Jacobi identity shows that 

«( gaD U ), ( 9 a, II » , ~ ") C ( 9 ", ;; ). 

Since ad~n is faithful we conclude that 

«g",Ii), (ga,lI»c ga, 

Le., that 

(ui,lii)Cga if1,,;i,j.<;;n-1. 

If i = 1, then we can even prove that 

(u\ui)={O} ifl.<;;j.<;;n-l, 

for we know that (R a, U 1) = {O} and therefore 

("\(O"'~I»=(O ·,(ut, ~»={O}. 

As a consequence of (5.45) we derive that 

(5.44) 

(5.45) 

(5.46) 

(5.47) 

(5.48) 

«p(U) , V), W)=-«U,P(V), W) (5.49) 

for all PEl!; U, VEil, and WEUI. 

To prove (5.49), we distinguish two cases. If P 
=ad A, AEO', then 

«A, U), V> +(U,(A, V» =(A,(U, V» =0. (5.50) 

If on the other hand 

P = (adv Al)(adv A 2 )Q 
II II 

(5.51) 

with Au A2 EO a and some Q E L (u), then with Q(U) = iJ, 
(P(U), V) =«A l , (A 2 , U», V) 

=(A u «A 2 , i'j), V» -«A2) iJ),(A u V» 

E(O ",(Ii, Ii» +«Ba,~ ),(ga,~» (5.52) 

and therefore [see (5.45)) 

(P( U), V) E g", 
(5.53 ) 

Hence «P(U), V), W) == 0 and Similarly « U, P( V), W) "" O. 

Next we shall show that 

(u",ui)Cg a ifl.<;;j,,;n-1, (5.54) 

provided that n:;,. 3. Suppose first that 2 ,,; j ,,; n - 1. Then 
we have for all weights Cl!, {3, I' 

« I~ ~, un, u ¢) 

C(u:,(u~, ~~» ==(u~,(~:, u;» 

and because (Iii, U 1) = {O} [see (5.47)) 

(5.55) 

«u:,u~), u~)c(Ii~,(II:, II~». (5.56) 

The left-hand side is contained in Ii 1, the right-hand side 
lies in it1 provided Cl! +1' ~ O. Hence 

«u~,u~),u~)={O} if Cl!+1'*0. (5.57) 

But we know that [see (5.43) and (5.49)J 

«~:,u D, u;) = «u:, Pi(it~», u;) 
=«P/Ii:), q), it;) 
=« u~, ;; ~), u;) 
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=« 118, II :.>, u~>, 
which together with (5.57) yields 

«II~, iI~), II~) ={o} if Cl! +1'* 0 or .B +1'* 0 

and consequently 

«~", uj),u~)={(Ii:;', U~y), 1i~)CII~y 

for aU weights y. 

(5.58) 

(5.59) 

(5.60) 

Now (II", II "/ is a 9 S -invariant subspace of g, hence 
the direct sum of an ideal b of II S with some subspace 
ofg". LetHEbnl. Then by (5.60) 

(H, u :>c lI~y (5.61) 

whereas trivially 

(H, u;)cu;. (5.62) 

Therefore, 

(H, Ii;) ={o} (5.63) 

for all weights 1'* O. Since this equation is trivial if 
I' == 0, we conclude that 

(H, ;;t) = {O}. (5.64) 

But we know that adUI is faithful. Therefore H = 0, i. e. , 
II n f = {O}. This implies II ={O}, hence 

(.",lIi)C9" if2'<;;j~n-1. (5.65) 

It is now easy to prove the same relation for j = 1. In 
fact, because 

(\i 2,1i")c 9, (\i2,;;1)={0} 

[see (5.65) and (5.47)] we have 

( II 2, ( II n, U 1» C « II 2 , ~"), U 1) + (II" , (Ii 2, Ii 1» 
= {O}, 

and since adu 2 is faithful we conclude that 

(li",u 1)cg a. 

(5.66) 

(5. 67) 

(5.68} 

Collecting our results we have shown that for n ~ 3 

< u , ( 9 a, Ii» C 9 ". (5. 69) 

But then g"\B ( 0 a, Ii) is an ideal of a , as desired. 

Hence we are left with the case n = 2. This case will 
be dealt with by an examination of the most general 
ansatz for the product. x II - g. Since ad u is faithful we 
conclude that 

dimg "=1. (5.70) 

For the following discussion it will be adequate to 
modify our notation. From Lemmas 3 and 4 we know 
that there exists an irreducible representation of 9 S in 
some vector space II 0 such that II (equipped with the 
adjoint representation of ~ S in II) is isomorphic to the 
direct sum of two copies of lio. Therefore, we shall 
write the elements of 11 in the form of pairs (~~) with 
ul> u2 E Ii o. The subspace Ii 1 (resp. Ii 2) consists of the 
vectors of the form (~) [resp. (~) 1 with U E II o. Further
more, there is an element E E 9 a Such that 

(5.71) 
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The Jacobi identity for E and two elements of Ii yields 

((~ ,(~))=o, (5. 72) 

((~) ,(~))= -«~), (~)) (5.73) 

for all u, v E Ii 0. [The first equation is of course a 
special case of (5.47)]. 

Let us now define two bilinear maps (i = 1, 2) 

{3j:lioxliO-g S (5. 74a) 

and two bilinear forms 

by 

((~) , (~))= {31(U, 1)) + <P1(U, v)E, 

((~) ,(~))= {32(U, v) + <P2(U, v)E 

(5. 74b) 

(5. 75) 

Then {31 and <PI are skew-symmetric [see (5.73)] whereas 
{32 and <P2 are symmetric [by (2.10)]. Furthermore, 
the {3/ and <PI are II S invariant. In order to prove that 
II a EB < 9 a, Ii ) = 9 a EB II 1 is an ideal of Q we have to show that 
{31 = O. 

The Jacobi identity (with all three elements taken 
from Ii ) yields the follOwing conditions on the {31 and <P.J. 
(the representation of II S in lio will be denoted by X-X): 

(5.76) 

{3;.(U,v)W + {3;.(u,w)v =0, (5.78) 

ji(1!,W)U + <P1(U,V)W +<P1(U,W)1)=0, (5.79) 

~l(U,W)V + {3;.(v,w)u =0, (5.80) 

for all u, 1), WE liO. 

Evidently, now, 

~l(U, v)w is totally skew-symmetric in u, v, W 

(5. 81) 

hence we may suppose 

dimu o ""3, (5.82) 

for otherwise {31 = O. From (5.77) we conclude that 

(5.83) 

Note that as a consequence of (5.79) ii2 is completely 
determined by <PI' Equation (5.76) then says that <PI is 
skew-symmetric (as we already know). 

As we have seen, <P2 = O. But then <PI * 0, for other
wise we would conclude that < Ii , Ii) * g. Now the repre
sentation of 9 S in II ° is irreducible, and the bilinear 
form <PI is 9 s-invariant. Therefore 

<PI is skew-symmetric and nondegenerate; in parti-
cular uO has even dimenSion. (5.84) 

Now let SP(<P1) denote the symplectic Lie algebra of 
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all linear maps of lio into itself that leave <PI invariant. 
Since <PI is 9 s-invariant we know that 

(5.85 ) 

For if2(u, 1)) this condition is autom atically satisfied as 
a consequence of (5. 79). 

It is now easy to show that the linear mappings 
if.(u,1)), u, VEIIO, generate the vector space SP(<P1)' In 
fact, consider the linear map 

~2: uO® uO- SP(<P1) 
(5.86) 

u®v- if.(u,v) 

defined by if.. We have to show that ~2 is surjective. 

Using (5.79) and the fact that <PI is nondegenerate it is 
easy to see that the kernel of ~ is equal to the subspace 
of skew-symmetric tensors. Our assertion then follows 
'by considering the dimensions. 

We consider next the linear map 

~1: 11° ® 11°- SP(<P1)' 

u®v- /31(U,V), 
(5.87) 

defines by fft. As we have seen, every element of SP(<P1) 
is the representative of some element of 9 s. Since {31 is 
n '-invariant, we conclude that {31 is sp(<P1)-invariant. 
Now {31 is skew-symmetric; hence all symmetric tensors 
are in the kernel of ~l' Considering the dimensions we 
see that ~l is certainly not surjective. But then ~1 = 0 
since ~1 is sp(<p)-invariant and since the Lie algebra 
SP(<P1) is simple. We conclude that {3;. = 0 and hence 
{31 = 0, as desired. 

The theorem is proved. There should exist a simpler 
proof which in particular avoids the ugly separation of 
the cases n = 2 and n?- 3. 

Remark: Let us suppose further on that K is algebra
ically closed and that Q = 9 EB II is a simple pseudo Lie 
algebra. We assume that 9 is reductive with nontrivial 
center, i. e., n is the direct product of a semisimple 
Lie algebra n' with an Abelian Lie algebra Q a* {O}. Then 
Ii is the direct sum of two n irreducible subspacesu 1 
and II 2 such that 

<~l> U1)=(U2'~2)={0}, <~l> ;2)=g. (5.88) 

Call ad~ the representation of 9 in U j induced by the 
adjoint u~~presentation. As Lemma 3 shows) II 1 and ~ 2 
are even 9 '-irreducible; hence ad~ A is, for any A Ega, 

u· 
a scalar multiple of the identity, i.' e. , 

ad~ A = aiid~, a j EK.1 
U i U j 

(5.89) 

Define dimuj=m j and let <P denote the Killing form of 
Q. Then [see Lemma 1, (E)] 

m 1a 1 +m2a2=tr(ad~A)=0, II 

m1a~ +m2a~ = - <p(A,A). 

since ad ~ is faithful we conclude that 
U 

dimg a =1 

(5.90) 

(5.91) 

and, furthermore, that <p* 0, hence that rp is nondegen
erate. From Eqs. (5.88) and the definition of the Killing 
form one can easily deduce that the restrictions of <P 
to III and to 112 are zero. Therefore, the restriction of 
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cp to II 1 X II 2 is nondegenerate, which implies that the 
representations adv and ad~ of g S are contragredient 
with respect to eac'ilother (ahd in particular that m 1 

=m2 )· 

6. DISCUSSION OF OUR RESULTS CONCERNING 
SIMPLE PSEUDO LIE ALGEBRAS 

Let K be algebraically closed and let a = 9 EB u be a 
simple pseudo Lie algebra. Suppose that 9 is reductive: 
Q = 9 S X ga with 9 S semisimple and 9 a Abelian. Then a 

belongs to one of the following four classes. 

(I) Q has a nontrivial center n a. Then oa is one
dimensional, the Killing form of a is nondegenerate and 
II decomposes into the direct sum of two 0 -irreducible 
(hence 9 s-irreducible) subspaces II H II 2' The represen
tations of 9 S in ~ 1 and U 2 are contragredient with respect 
to each other. Examples of this class are the algebras 
spl(n,m), n >m'?-l, of Sec. 4(9) and the algebras 
a(2p, 2), p'?- 1, of Sec. 4(c). Note that spl(2, 1) and 
a (2,2) are isomorphic. 

(II) 0 is semi simple and there exists a nondegenerate 
even invariant bilinear form on a. Perhaps one should 
distinguish between two cas.Js: 

(1) the Killing form of n is nondegenerate; 

(2) the Killing form of a is zero. 

Members of the class (II.!) are the algebras a (2p, m) 
with p, m'?- 1 but m"* 2 and 2p"* m -2, of Sec. 4(C).13 
Algebras of the class (II. 2) are spl(n,n)/6 n' n'?- 2, and 
a(2p, 2p +2), p'?-l; see Sec. 4(a),(c). 

(III) 9 is semisimple and there exists a nondegenerate 
odd invariant bilinear form on a (in particular the Kill
ing form is zero). One can prove 14 that the algebras of 
this class are precisely those for which the adjoint 
representation of n in II is isomorphic to the adjoint 
representation of 9 (in n ) and that the members of this 
class are just the algebras b ,/ b n' n'?- 3, of Sec. 4(e). 

(IV) n is semi simple and there is no nonzero invari
ant bilinear form on n • Examples of this type are the 
algebras IJ n' n'?- 3, of Sec. 4(d). 

Presumably, with this classification we have reached 
a position where a detailed inspection of the representa
tions of semi simple Lie algebras could lead to the con
struction of all simple pseudo Lie algebras whose 
appertaining Lie algebra is reductive. 

As we have mentioned case (III) has already been 
settled. For the classes (I) and (II) the methods of Pais 
and Rittenberg will be useful. One should note, further
more, that the vanishing of the Killing form of a implies 
in particular that the Killing form of the (semisimple) 
Lie algebra s is equal to the invariant bilinear form on 
o associated with the adjoint representation of 0 in II. 
Work along these lines is in progress. 

7. SOME RESULTS ON SEMISIMPLE PSEUDO LIE 
ALGEBRAS 

In this section we do not try to give a general defini
tion of semisimple pseudo Lie algebras. Presumably 
any simple pseudo Lie algebra should be semisimple. 
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Therefore we prefer to wait until our knowledge of sim
ple pseudo Lie algebras has been improved. Neverthe
less the pseudo Lie algebras with nondegenerate Killing 
form should be semi simple according to every reason
able definition of semisimplicity, for we can prove that 
these algebras are direct products of simple pseudo Lie 
algebras. In fact, we have the more general following 
theorem. 

Theorem 3: Suppose that a pseudo Lie algebra a has 
the following properties: 

(1) there exists a nondegenerate homogeneous invari
ant bilinear form cp on 9 , 

(2) a does not contain any nonzero graded Abelian 
ideal. Then n has only a finite number of minimal 
graded ideals & 1> ••• , brand g is their direct product. 
The ideals & j are simple pseudo Lie algebras and they 
are orthogonal with respect to cpo Any left or right ideal 
of a is graded and is equal to $jEOJ bj with a suitable sub
setJ of {1, ... ,r}. 

Proof: The first part of this proof is a trivial modifi
cation of a proof originally due to Dieudonne (see Ref. 
15). We repeat it here for the convenience of the 
reader. 

If b is any graded ideal of a, then 

b L= {X EO a I cp(X, Y) = 0 for all YEO b} (7.1) 

is also a graded ideal of a . 

Now suppose that 6 is a minimal graded ideal of n (of 
course we assume that b "* {O}). Then b fJ b L is a graded 
ideal of a , hence equal to IJ or to {O}. In the first case 
we conclude that 

<t>(a,(b,b»)=cp«&, a),b)cCP(b L
, b)={o}. (7.2) 

But <t> is nondegenerate, hence (b , b)={O} and therefore 
[because of property (2) J b = {O}, contrary to our 
assumption. It follows that a = bEB bL and furthermore 
(since band 0 L are ideals) that 

( b, lJ L) C lJ Ii u 1 = {O} (7.3) 

Therefore a is the direct product of its graded ideals 
band bL

• Consequently any graded ideal of b or b" is 
a graded ideal of a. This shows on the one hand that b is 
a simple pseudo Lie algebra. On the other hand, using 
in addition the obvious fact that the restriction of cp to 
b" X b 1 is nondegenerate, we see that b 1 satisfies the 
conditions (1) and (2), too. Induction on dim a then im
plies that 

(7.4) 

where 6;, 1 ~ j ~ r, are minimal graded (and hence sim
ple) ideals of n which are orthogonal with respect to <p. 

Now let f be any left ideal of a • If j EO {I, ... , r}, then 
bjn f is a left ideal of b j' hence (see Sec. 3, Proposi
tion 1) equal to {O} or to b j' In the first case 

(7.5) 

in the second case b jC \ • Define 

(7.6) 
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If HE I and if 
r 

H=r-Hj , HjEfi' l:(j:(r, 
J=l 

(7.7) 

then i E {I, ... ,r}, i 4 J, implies that 

(B, Hi> = (B, H) = 0 for all B E b i' (7.8) 

This means that Hi is an element of the center of b i' 
hence it is equal to zero (since b i is simple). 
Consequently 

I=EB Uj (7.9) 
jEJ 

as desired. In particular, every minimal graded ideal 
of a is equal to some b j' 

The case of a right ideal I is treated similarly, hence 
our theorem is proved. 

If the Killing form ¢ of a pseudo Lie algebra a is non
degenerate, then Theorem 3 is applicable. In fact, we 
have to show that assumption (2) is satisfied. Let y be 
the grading automorphism of n [see Sec. 2(b), (e)]. If 
b is a graded ideal of a such that (b , b > = {O} and if 

A EO, B E b, then 

y(A, (B, a »C b, y(A, (B, b » = {O}, (7.10) 

and therefore 

¢(A, B)=tr(y(adA)(adB»=O. (7. 1l) 

Since ¢ is nondegenerate, we conclude that b = {o}, as 
desired. 

With the notations of Theorem 3, the b j are orthogo
nal with respect to ¢ and it is easy to see that the re
striction of ¢ to b j X b j is the Killing form of b j' Con
sequently, the Killing form of b j is nondegenerate. Thus 
we have proved the following corollary. 

Corollary 1: If the Killing form of a pseudo Lie 
algebra a is nondegenerate, then a is the direct product 
of simple pseudo Lie algebras whose Killing forms are 
nondegenerate. 
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Theorem 3 and Corollary 1 are useful if one wants to 
change the base field K. For example, using Corollary 
1 as well as Theorem 1, 2, and Proposition 3 of Sec. 5, 
we deduce Corollary 2. 

Corollary 2: If the Killing form of a pseudo Lie 
algebra a = 9EB II is nondegenerate, then the adjoint rep
resentation of 9 in II is completely reducible. 

In particular, for simple pseudo Lie algebras with 
nondegenerate Killing form the two conjectures of Sec. 
5 are true. Note that we do not assume that K is 
algebraically closed. 

1 We prefer to call them "pseudo Lie algebras" since the 
name "graded Lie algebras" might lead to confusion with Lie 
algebras (in the ordinary sense) which are graded (such ob
jects occur in the mathematical literature, too). 

2L. Corwin, Y. Ne'eman, and S. Sternberg, Rev. Mod. Phys. 
47, 573 (1975). 

3M. Scheunert, to be published. 
4Bourbaki, AIg'ebre (Hermann, PariS, 1962), 3rd ed., Chap. 
Chap. II, Sec. 11. 

5Bourbaki, AIg'ebre (Hermann, PariS, 1971), Chap. III. 
BRef. 5, Sec. 4, n07. 
7A. Pais and V. Rittenberg, Preprint Rockefeller University, 
New York, COO-2232B-74. 

8See also Ref. 2. 
9Bourbaki, Groups et alg'Mres de Lie (Hermann, Paris, 1960), 
Chap. I, Sec. 6, Proposition 5. 

IOSee Ref. 9, Sec. 6, Proposition 6. 
l1See Ref. 9, Sec. 3, PropOSition 1. 
12Bourbaki, AlgMre (Hermann, Paris, 1958), Chap. VIII, 

Sec. 9, Propostion 10. 
13Note that the algebras of class (II, 1) are of the type studied 

by A. Pais and V. Rittenberg in Ref. 7, but the authors seem 
to have assumed that 9 is simple [otherwise O! ie; i in their 
formula (3.39) may be zerol, and hence they have found (es
sentially) only the algebras a (2p, 1), P 2! 1., 

14M. Scheunert, to be published. 
15N. Jacobson, Lie algebras (Interscience, New York, 

1962), Chap. III, n05, Theorem 3. 
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The phase integral approximation is modified to incorporate an energy-dependent effective potential that 
manifests the energy band character of lattice potentials. The resultant phase integral approximation 
because of its inherent renormalization demonstrates superior validity. Numerical examples which compare 
this approximation with other methods substantiate the superior convergence of this modified phase 
integral approximation. 

I. INTRODUCTION 
In application to the one-dimensional periodic poten

tial, neither the ordinary WKB approximation, nor its 
progeny, the phase integral approximation (we use N. 
Froman's definition of phase integral approximation\ 
regrettably this terminology is not universal), predict in 
general the existence of band gaps in energy when ap
plied to the nearly free electron (NFE) (L e., an elec
tron with sufficient energy to preclude the existence 
of classical turning points). This deficiency manifests 
that both of these apprOXimations ignore the effects of 
continuous reflections of a wave in a slowly varying 
medium which accumulates coherently for a periodic 
medium under conditions of Bragg reflection. 

In order to correct the aforementioned deficiency, the 
phase integral approximation is modified to develop a 
new method herein by introducing an energy-dependent 
effective potential in the phase integral. This effective 
potential, which is developed from first principles to 
first order in potential, has innate renormalization 
which renders a most robust approximation with superior 
validity. We emphasize fidelity of the approximate eigen
functions as well as the accuracy of the associated eigen
value estimate. 

In Sec. II we develop an energy-dependent effective 
potential which is substituted into the phase integral ap
proximation. This effective potential manifests band gaps 
for periodic potentials that are consistent with first
order degenerate perturbation theory. The high-wave
number spectral components of the original potential 
are shown to be attenuated in the effective potential. In 
Sec. III, we investigate the innate renormalization of 
the effective potential phase integral approximation. We 
make a comparison among the spectral analyses of a 
Matheiu function and both its WKB and its effective po
tential phase integral approximations. Leading order 
error terms are deduced, and these establish the supe
riority of the effective potential. In Sec. IV, numerical 
examples are adduced to substantiate the improvement 
in performance of the approximation that is rendered by 
using the effective potential. 

II. THE EFFECTIVE POTENTIAL 
The time-independent SchrOdinger equation in the 

one-dimensional case may be expressed as 

(j2:;~) + QZ(x) <p(x) = 0, 

where 
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Q(x) ={(21l/IF)[E - V(x)]}1 /Z, 

E is the energy, and V is the potential. The lattice 
periodicity is assumed to be H a", i. e., V(x + a) = V(x). 
For application of the ordinary WKB apprOXimation, 
the first- order (in ;;;) prerequisities of Froman and 
Fromanz are 

.k1(T' X)I«.!I~(Q-1)1«1 
4Q ' 2 dx 

and 

where ('I; x) is the Schwarzian derivative of T and is 
defined by 

('I; x) = _ 2Q1 /z";; (Q-1 /Z) 

and where 

T = JX Q(x') dx'. 

(1) 

(2) 

Let us substitute into the time-independent SchrOdinger 
equation that 

<p(x) = ¢[z(x) ]/[Zl (X)]l /Z, 

where Zl = dz/dx and in general z" = (d"z/dx"). The 
Schrodinger equation is then mapped into 

dZ¢(z) 
~+R(z)¢(z)=O, 

where 

R(z) = zi2{Qz - t(z; xl} 

(3) 

(4) 

and where the Schwarzian derivative of z is defined by 

dZ 

(z' x) = _ 2Z1/Z (Z-l/Z) 
, l(lXlll' 

With R(z) appropriately assigned, the solution to Eq. (3) 
will be in closed form: for R(z) = 1, ¢ = exp(± iz); for 
R(z) = bz", 

'"'=zl/ZJ (2b1
/
Z 

z{"/Z)+l) 
'f' 1/{"+2) n+2 ' 

etc. Equation (4) must be solved for z to develop an 
explicit expression for <p(x). 

If R(z) is chosen to mimic Q2(X) throughout the domain 
of interest, Zl will then be nearly constant, and (z; x) 
in Eq. (4) may be neglected. Then 
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(5) 

If R{z) = 1, then ljJ{x) becomes the phase integral approxi
mation to first order in ti. Consistent with well-known 
results, the approximation of Eq. (5) improves as E 

In the case of R{z) = 1, contemporary workers have 
used an asymptotic expansion in powers of ti when solving 
for Zl where the right side of Eq. (5) represents the first 
term. (The asymptotic expansions for the phase inte
gral and WKB approximations begin to differ with the 
tis order term. 1) N. Froman1 has shown that those points 
at which the asymptotic expansion for Zl diverges with
out limit and the zeroes of Zl are singular branch points 
of ljJ(x). The form of the higher order phase integral 
approximations is convenient for choosing branch cuts 
that allow a reasonable contour path close to the real 
axis in order to satisfy the conditions of Eq. (2). As in 
the WKB case, the domain of applicability of this phase 
integral expansion is limited by its asymptotic nature. 

Hecht and Mayer3 offer an alternative approach for 
solving the time-independent SchrOdinger equation based 
upon iterative approximate solutions to Eq. (4). Their 
results are modified herein with R(z) carried explicitly. 
Let z(m) represent the mth iteration for the approximation 
of z. If z(m) is a close approximation, then dz/dz(m) ""1 
and (z; z(m» may be neglected. Under these circum
stances, Hecht and Mayer have shown that4 

dz (m+l) (dz(m»)-l [R(z(m+1» f 12 = __ [Q2(X) _ ~(Z (m). X)]l /2 
~ ~ 2" 

(6) 
where z (m) must be a function such that the quantity in
side the brackets on the right side of Eq. (6) remains 
positive nonzero. 

Let us now return to the lattice potential case with 
periodicity" a" where the potential may be expanded 
into a Fourier series as 

~ 

V= L y. exp(i2q7Tx/a). 
q=_ao 

In the nondegenerate case (i. e., E is interior to an en
ergy band) for E» V(x), a solution for Zl may be repre
sented by an effective potential, W(E, x), such that for 
given E 

Zl - ~ ~ 2Jff7'l-'" . _(2/l)1/2[E_W]1/2",,(2/l)1/2[E1/2_ W ] 

(7) 
(The following analysis may be generalized for non
periodic potentials.) Consistent with Eq. (6), the be
havior of W(E, x) is such that [E - W] is always positive 
nonzero. We therefore have to first order in V by Eqs. 
(4) and (7) that 

ti2 d2W /dx2 
W=V-

8/l E 

The effective potential W is then the solution to the in
homogeneous wave equation 

or 
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W"+*EW=~EV 

8/l E [a . ( , , , 
W="¥ Jo G4E X,X )V(x )dx, 
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(8) 

(9) 

where the Green's function for the wave equation for 
E = nzk2/{2/l) is of the form 

1 
2k sin2ka 

f cos[2k(x' - a)] cos(2kx), 

X\ cos(2kx') cos[2k(x _ a)], 

O.sx<x', 

x' <x~ a, 

for unstable equilibrium points of V(x') located at x' 
= 0, ± a, .. '. A tacit nonlocal character of the effective 
potential is manifested in Eq. (9). By Eq. (8), the effec
tive potential may be represented by 

W(E ) = ~ y. exp(ik.x) 
,x l-E/4E' (10) 

• • 
where 

E.=(tik.)2/2/l, k.=2q7T/a. 

By Eq. (10) for E. > 8E, the high-wavenumber compo
nents of the potential, which are so deleterious to the 
WKB approximation in accordance with Eqs. (1) and (2), 
are filtered out from the effective potential progressive
ly with increasing wavenumber. 

In accordance with Eq. (7), the previous assumption 
that V« E should now be altered and substituted with 
the requirement that W« E. If a large potential, V, is 
nearly orthogonal over the unit cell to the Green's func
tion for a particular E, such that E < V mal[ but E» W, 
then the domain of validity of the iterative approximation 
can be extended to include bands of lower energy. 

For completeness and mathematical rigor, the exact 
effective potential W can be described without approxi
mation by the nonlinear differential equation 

ti2 

W=V+-(z'x) 
4/l ' 

nz d2W /dx2 5ti2 (dW /dx) 2 

= V - 8/l (E _ W) 32/l (E _ W):! . (11) 

In general Eq. (11) is simpler and more tractable to 
approximation than either Eq. (6) with R(z) = 1 or Eq. 
(4). 

The Bloch wavenumber k may be deduced from the 
effective potential by applying the periodic boundary con
ditions to the modified phase integral, that is, 

(2/l~1 /2 [a [E _ WeE, X)]l /2 dx 

=k'a+n7T, n=0±1,±2,"', 

=ka, (12) 

where Ik'I<7T/aandk=k'+(n7T/a). HenceEmaybe 
expressed as an explicit function of k. Also as the inte
gration limits in Eq. (12) represent a complete rotation 
period, z(a) represents an effective action variable 
[where z(O) = 0]. 

Any small but finite effective potential W has an expli
cit energy dependence [Eq. (10)] with singular points 
that consist of first-order poles in accordance with the 
associated Green's function. These singular points in 
the small potential limit locate the centers of the band 
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gaps that exist in the allowed energy values for stable 
solutions to the Schrooinger equation with periodic po
tential. In order to deduce the width of these band gaps, 
let E(k) at k = k./2 for nonzero Y. be given as 

E(k./2) =ifFk: + Cy. (13) 

where C is a constant to be determined. From Eqs. (7), 
(10), and (13) we have at the qth band gap that 

_ (k: + 2/-LCy.)1 /2 ( exp(ik.X) 
Zl- 4" -r- 1- C 

'" ynexp(iknx) )1/2 
- ~ fi2k~/8/-L + CY. - rr2k~/8/-L • 

(14) 

For Zl to be positive nonzero in Eq. (14) in accordance 
with Eq. (6), then I C I > 1. Thus, the values C = + 1, - 1 
are the limit points for allowed values of E in the vici
nity of the band gap [albeit nonstable solutions for 
W(E, x) may be generated from Eq. 8 for I C I < 1 by re
laxing the requirement for periodicity in W(E, x)], and 
to first order in y. the width of the qth band gap for peri
odic solutions for W(E, x) is 2y. consistent with first
order degenerate perturbation theory. 

For three dimensions, we may now guess the effective 
potential that is inserted into the phase integral solution, 
1J!(r) , for a lattice potential, V(r) with a lattice cell de
scribed by the spatial triad ~,a2' and:la. We assert that 

1J!(r) = q-1 /2 exp (i Jr q. dr'), 
where 

q= Iql 

and 

[ J
1/2 

q=K 1- L Q!I,m,nexp(ik1,m,n'r) , 
l,m,n 

where K is a constant vector such that 

J. '-1+ae+"3 d q. r 
o 

3 ~ 

=(s+t+U)7T+.0k·bi ai , s,t,u=0,±1,±2, ''", 
i+l 

where k has the~magnitude of the reduced Bloch wave 
number and the bi's are the unit vectors for the reci
procal space triad, The Fourier coefficients Q!l mn are 
given by 

Q!lmn= Q!;mn/[l- (lzlmn/2K)2], 

where Q!:mn is the lmnth Fourier coefficient for V(r). 
Hence the wavefronts of constant phase for 1J!(r) may be 
described as a series of parallel planes that are cor
rugated along the two dimensions of the planes them
selves to produce waffle like wavefronts, The degree of 
undulation of the corrugations along the ray normal to 
the wavefront is dependent upon the running value of the 
phase integral. 

III. RENORMALIZATION 

As the effective potential phase integral approximation, 

[E _ W(E, x) ]-1/4 exp (i (2/-L~1 /2 Ix [E _ W(E, x/)]l /2 dX} 

may be represented as a compoundly modulated carrier 

882 J. Math. Phys., Vol. 17, No.6, June 1976 

wave, it is innately a renormalization of the spectral 
resolution of the solution to the Schrooinger equation. 
This renormalization offers the prospects of a more uni
formly valid approximation than the approximation 
formed by a perturbation expansion of similar order 
over the plane-wave set. 5-7 

We shall investigate the ramifications of renormali
zation by considering the effective potential phase inte
gral approximation for Matheiu functions. Mathieu's 
equation, when it is represented with periodic coeffi
cients as 

~4> p + (Q! - 2y cos2z)4> = 0, (15) 

has often been used8 ,9 as a didactic example with a 
known exact solution for the study of energy bands of 
one-dimensional crystals. In Eq. (15) the eigenvalues, 
Q!, and the normalized potential, 2y cos2z, correspond 
respectively to 2/-LE/rr2 and 2/-L V /fF of the time-indepen
dent Schrodinger equation. The solution to Eq. (15), a 
Mathieu function, is well known to obey Floquet's the
orem, and may be expressed as 

~ 

4>(z) = exp(ivz)¢(z) = exp(ivz) ~C2n exp(i2nz), 
n==.oo 

where ¢(z) is periodic with period 7T and v, the charac
teristic exponent, is a function of Q! and y. For certain 
ranges of Q! and y, v is entirely real. These ranges 
form regions (bands) in the Q!-y plane where exp(ivz) 
is the Bloch factor and ¢(z) is stable. For y*-O these 
bands are separated by gaps where v(Q!, y *- 0) has a non
zero imaginary component which generates unstable 
solutions, 4>(z), as z -±"". For the nth band in the limit 
y - 0, (n - 1)2", I v21 = Q!2 '" n2 and the bands oscillate in 
consonance with the order of Q!. Thus, the qualitative 
behavior of Mathieu functions, resembles the observed 
features of electron band theory. 

Let us assume that Q!» y. We now expand the effective 
potential phase integral approximation in a power series 
in y and rearrange terms as a spectral analysis in order 
to compare this power series to a higher order pertur
bation expansion for a plane wave set (L eo, an expan
sion of Floquet's solution)' It is noted that for consis
tency Q! must be deduced from the effective action vari
able, i.e., Z(7T)=V7T o This leads to 

Q!= v2 + [y2/2(v_ v-1)2] .. 0 

vis-a-vis the actual value10 of 

(16) 

(17) 

Had Q! been established by Eq, (17), one would observe 
a higher order (in y) wavenumber shift in the character
istic exponent. After a tedious, but straightforward ex
pansion, we have derived the ratio of 

C2 _ - Y y(v5 _ v4 + 39v3 + 4v2 - 56v - 5) 
Co - 4(v + 1) - 128(V + l)4(v _ 1)4 ' , " 

Iv I '1-1, (18) 

which compares to the tabled valuell of 

C2 - Y Y(V2 + 4v + 7) 
Co 4(v + 1) - 128(V + 1)3(v + 2)(v - 1) .. " 

I v I*- 1,2,3, .... (19) 
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Hence, the relative error in Eq. (18) is 0(;-3/114). Like
wise, this approximation gives 

1'2(112 _ 311 + 5) 
32(11 + 1)2(11_ 1)2' •• , (20) 

Co 

vis-a-vis the tabled valuel1 for Floquet solutions of 

32(11 + 1)(11 + 2) ••• , 1111*1,2,·" . 

The relative error in Eq. (20) is O(y /114
). In turn, for 

large a, our approximation to leading orders in I' and 
II for the general term gives 

Cw _ (_)NyVr(1I + 1) 
C;;-22N IIN-1N!r(1I + 2)' 11* 1, 2,'·· ,N, (21) 

vis-a-vis the correct valuel1 of 

which indicates an error in Eq. (21) of O(yV /IIN
+
1

) for 
N * - 2, - 1, 0, 1, 2. Thus, the leading /I dependence in 
the error terms (located in both the Y and y3 terms) is 
0(11-4). Hence, as a result of renormalization, the ef
fective potential phase integral approximation is ex
pected to approach the accuracy of a second order per
turbation solution. These error terms also manifest 
the limits where validity breaks down. 

The set of WKB approximations has been identified as 
nonorthogonaL 12 However, here we observe that the 
orthogonality of the set of effective potential phase inte
gral approximations is consistent to almost second order 
perturbation theory; again the deviation from orthogonal
ity is of O( Y //14 ). 

Had we analyzed the WKB approximation, then the 
corresponding ratio for the WKB representation is 

C 2 'fY 1 -2..=-(1+/1- )+0(y2). (22) 
Co 4/1 

By Eqs. (19) and (22), the leading relative error for 
the WKB approximation is in the term O(Y/1I3

). Conse
quently, one expects the WKB approximation to approach 
the accuracy of only a first order perturbation solution 
and to have limits of validity inferior to those of the 

effective potential phase integral approximation. For 
completeness, FUrrYlS described the error in the WKB 
approximation as x_oo as O(E-1

), i.e., 0(11-2
). How

ever, Furry applied the WKB approximation to the har
monic oscillator where the Schwarzian derivative (z; x) 
does not remain small over the entire range. Here we 
have applied the WKB approximation to a unit cell of a 
periodic potential with a sufficiently great to preclude 
the existence of any classical turning points, and conse
quently the Schwarzian derivative remains small through
out the unit cell. 

IV. NUMERICAL EXAMPLES 
Let us make some energy calculations for the normal

ized (i. e., 1f/2/-t = 1) lattice potential of Mathieu, V 
=::: 21' cos2x. Exact energies are the eigenvalues, a's, 
for Mathieu's equation. For the effective potential phase 
integral approximation, a first approximation for the 
eigenvalue, a(1), is deduced from the effective action 
variable consistent with Eq. (16) and for a Mathieu po
tential may be derived in closed form for a given cha
racteristic exponent II (i. e., Bloch wavenumber) as 

i' [a(1)- W(a(1),x)]1/2 dx 

= 2 [a (1) + 2y 1 J 1/2 E ( 4y ) 
1 - a'(1 ) a (1) - 1 + 2y 

=::: 1I1T, 

where E(X) is the complete elliptic function of the second 
kind and 

21' 
W(a(1)' x) = 1 -1 cosZX. 

- a(1) 

a(1) is equivalent to a first principles quantum defect 
method for the calculation of a. A more sophisticated 
calculation for the eigenvalue, a(2)' is given by evaluat
ing the expected value of the Hamiltonian, 1. e., 

a(2) =(a(llI H 1 a(1 »/(a(1) 1 a(1') 

_ a yn2 [a(1) + 2yn]1/2 
- (1)-2a~a(2/1T)K(4yn/(a(1)+2yn)) 

(23) 

TABLE 1. Calculated eigenvalues, ()I' s, of Mathieu's equation, 1j!" + «()I - 2y cos2x)1j! = 0 for selected'Y and selected values of the 
characteristic exponent v. 

Characteristic exponent, v 0.3 1.9 3.5 4.5 5.5 

'Y 0.03 1.0 1.0 1.0 1.0 

()I, Rounded-off Exact .08950555848 3.710 12.294632 20.27600336 30.26710156 

()I (2)' Phase Integrala .08950632382 3.714 12.294607 20.27600209 30.26710141 

()I (1), Phase Integral b .09004898232 3.676 12.298481 20.27734259 30.26768418 

()I<2), WKBa . 1649d 3.780 12.294290 20.27593727 30.26708255 

()I (1), WKBc .095194d 3.752 12.290901 20.27471022 30.26653458 

()I, second order perturba- .08950549450 3.802 12.294444 20.27597402 30.26709401 
tion 

()I, fourth order perturba- .08950555850 3.689 12.294626 20.27600320 30.26710155 
tion 

a()l (2) = «()I (1) JH i()l w)/«()I (1) i()l <1»' c ~ (()I (j) - V) 1/2 dx =1'71'. 

bt,( W)1/2 
dThe poor convergence manifests that the WKB method is a 

o ()I(j)- dx=v7r. short-wavelength approximation. 
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where n = (1 - 0''(U-1 and K(X) is the complete elliptic 
integral of the first kindo Had we used the WKB approxi
mation for band calculation, then for 0'(1) we would have 

f'[0'(1)-V(X)]1/2 dX =2[0'(1)+2y ]1/2E ( 41' ) Jo 0'(1) + 21' 
= lin 

and the analogy to Eqo (23) would be 

0' - 0' + 1'2 [0' (1) + 21' f 12 
(2)- (1) 20'~a(2/rr)K(4Y/(0'(1)+2Y)) 

x [1 + 35 -:f- J. 0 •• 

8 0'(1) 

Table I exhibits the computations of energy levels 
(i. e., eigenvalues) for a normalized Mathieu lattice po
tential, V = 21' cos2x, by various methods for both the 
characteristic exponential values of 11= 3.5,4.5,5.5 
and I' = 1. For these, 0' (1) and 0' (2) are computed for 
both the effective potential phase integral approximation 
and the WKB approximation; for comparison 0' is com
puted by second and fourth order plane-wave perturba
tion theory as well as given for rounded-off exact values. 
Although the effective potential phase integral approxi
mation is computed to only first order in V, it renders 
the 0'(2)'S through the power of renormalization that ap
proaches the accuracy of a fourth order perturbation 
calculation. For the WKB approximation, by contrast, 
0'(2) approaches the accuracy of only a second order per
turbation calculation in consonance with Eq. (23). 

The observed error in 0'(2) of the effective potential 
phase integral approximation for II = 3.5,4.5, 5. 5 is 
observed to fall off almost as 0(11-12). This is consistent 
with variational methods for perturbation computations. 
As a variational trial function, the effective potential 
phase integral approximation deviates from the Floquet 
solution by an error of 0(11-4) in accordance with Eqs. 
(18), (20), and (21). Thus, one naively might suppose 
that the eigenvalue calculation is in error of O(II-S); 
however, the situation is more complex since the eigen
values of 0' are dependent upon the variational parameter 
II. As the effective potential approximation renders cor
rectly the yO and 1'2 term of a power series expansion10 

for 0' and as the 1'4 term of this expansion is also of 
0(11-4), the correct expected error is of 0(11-12). 

Since the observed accuracy for calculating eigen
values is consistent for the various levels of eigenvalues 
with the predictions for variational methods with a trial 
function consisting of the effective potential phase inte
gral approximation, the trial functions must be innately 
orthogonal to a degree consistent with the error of the 
trial function as predicted in Seco III. 

Table I exhibits a comparison among various methods 
for calculating the eigenvalue 0' for a normalized Mathieu 
potential, V = 21' cos2x, with I' = 0 0 03 and II = 0.3. Since 
the lattice period of this potential is shorter than the 
carrier wave's period, the WKB method is not justified 
as confirmed by the poor performance manifested by 
the WKB calculations for either 0'(1) or 0'(2)' Concur
rently, the accuracy of 0'(2) for the effective potential 
phase integral approximation is consistent with the anti
cipated accuracy of the variational method ysing this 
approximation as a trial function. 
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Also Table I exhibits this same comparison for an
other normalized Mathieu potential, V = 21' cos2x, with 
I' = 1 and II = 1. 9. Since we are in the neighborhood of 
the associated effective potential's resonance at II = 2, 
the effective potential phase integral approximation is 
degraded. 

For completeness, it is noted that the excellent re
sults in Table I for 0'(1) reckoned by the WKB method 
are expected because the associated isolated ionic po
tential is the potential for the harmonic oscillatorS,9 
for which 0' (1) is by coincidence exact. 

The eigenvalue calculations were made for a given 
Bloch wavenumber (characteristic exponent) in order to 
facilitate a comparison among various methods. For 
conventional methods, the convenient method of calcula
tion is from the Bloch wavenumber to the eigenvalue. 
In contrast, for the effective potential phase integral 
approximation, the convenient direction of computation 
is from 0'(1) to the Bloch wavenumber and 0'(2)' The ef
fective potential phase integral method computes the 
Bloch wavenumber and 0'(2) by a finite real space 
integration. 
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A simple expression for the coefficients which connect a Fock state containing an arbitrary number of 
quasiparticles with its tranformed state under a boson Bogoliubov transformation is obtained. 

I. INTRODUCTION 

The coefficients which connect a Fock state containing 
an arbitrary number of quasiparticles with its trans
formed state under a boson Bogoliubov transformation1

,2 

have been calculated by several authors. 3-5 Tanabe3 has 
obtained a result using eigenfunctions of the linear 
harmonic oscillator. The result, however, is extremely 
complicated. Rashid4 has calculated these coefficients 
using recursion relations the coefficients satisfy and 
constructing the generating function for them. Aronson, 
Malkin, and Man' ko5 have obtained the coefficients 
using coherent states. 

In this note we present a calculation of these co
efficients utilizing a Baker-Campbell-Hausdorff (BCH) 
formula for the generators of the SU(1, 1) group, pre
viously noted by Gilmore. 6 In our opinion our calculation 
is much simpler than the previous ones. 

II. A BAKER-CAMPBElL-HAUSDORFF FORMULA 

We first derive the Baker-Campbell-Hausdorff 
formula which plays an important role in our calcula
tion. It has been noted by Gilmore6 that BCH formulas 
giving eXe Y in the form eZ(x,Yl can be obtained by matrix 
multiplication if X, Yare operators in a finite-dimen
sional Lie algebra. 

Consider the Lie algebra of the noncompact SU(1, 1) 
group which is spanned by the three operators K., K3 
which satisfy the commutation relations 

[K3,K.]=±K., (1) 

[K+,KJ= - 2K3. (2) 

We consider the disentanglement of the operator 
exp[x(K. - KJ] in the form 

exp[x(K. -KJ] = exp(aKJ exp(/3K3) exp(YKJ. (3) 

Consistent with Gilmore's observation we note that 
K., K3 have the finite-dimensional faithful matrix 
representation 

K.~G ~), (4) 

K.= (0 0:), (5) 
-1 0 

K 3 =t(1 0\, (6) 
o -1) 

which yields the form of Eq. (3) in this representation 
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as 

(~::: ~:::) 
= (eXP(/3/2)-ayexp(-/3/2) aexp(-/3/2)) (7) 

- yexp( - /3/2) exp( - /3/2) 

Solving for a,/3, y, we get 

exp[x(K. - K+)] = exp( - tanhx K+) exp(2ln coshx K3) 

x exp(tanhx KJ. (8) 

Although the result has been derived in the 2 x 2 
matrix representation, it is valid for all faithful repre
sentations. 6 In the following sections we consider the 
representations of K., K3 in terms of harmonic oscilla
tor creation and annihilation operators and apply Eq. 
(8) to calculate linear boson transformation coefficients. 

III. DETERMINATION OF THE COEFFICIENTS FOR 
ZERO MOMENTUM BOSONS 

In this case the Bogoliubov transformation is 

b= eSae' s 

bt = eSat e' s , 

(9) 

(10) 

where the annihilation and creation operators a and at 
satisfy 

[a,at ]=1. (11) 

The operator S is given by 

S = h(aa - at at) = _ st . 

We must compute 

(12) 

(13) 

(14) 

We note now that the operators K., K3 of Sec. II have 
the following representation: 

K+ = tat at , 

K.=taa, 

K3 = Hata + aat ). 

Equation (8) is valid for this representation too. 

(15) 

(16) 

(17) 

Next, by using Eq. (11) and the representation of K., 
K3 above, we get the following results: 

exp(tanhx K+)a exp(- tanhx K.} = a - tanhx at, (18) 

exp(tanhxKJat exp(-tanhxKJ=at +tahnxa, (19) 
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exp( - 2 ln cosh.x K3 )(at + tanhx a) exp(2 ln cosh.x K 3) 

= sech.x at + sinh.x a, 

exp(- 2ln coshxK3) I O)a = (sechx)1/21 O)a' 

Noting that 

and 

expS = exp[x(K_ - K+)] 

Ik)a = (at~/,fkf) 10)a' 

al O)a = 0 

and using the results mentioned above, we get 

(sech.x)1/2 
H~;z (x) = k! l! (0 I (a - tanh.xat)~ 

a 

x (at sech.x + a sinhx)11 O)a' 

(20) 

(21) 

(22) 

(23) 

(24) 

(25) 

Next for two operators P, Q such that [p, Q] is a c
number we have the normal ordering formula of Wilcox7 

[n/2] n-2k 
(p+ Q)n= ~ ~ [p, Q]"n! 0 Qspn-2k-S 

k=O s= 0 k! s ! (n - 2k - s)! 2~ , 

where 

[n/ 2] = n/2 for n = even integer 

= (n -1)/2 for n = odd integer. 

From Eq. (26) we get 

1 kf a(O I (a - tanhx at)k 

[~2] (_ hanh.x)n 
L.J -'---"-.,..--.,....:...,.,. a ( 0 I a~-2n 
n=O nn!(k-2n)! 

and 

1 ~ (at sech.x + a sinhx)11 O)a 

_ [~2] (ttanh.x)m 
L.J .:!:..;-;-:;-~---;--;- (at sech.x)1-2m I O)a' 

- m=O m ! (Z - 2m) ! 

Thus from Eqs. (25), (28), (29) we get 

(26) 

(27) 

(28) 

(29) 

Hk;Z(x) = 0 unless k,l are both even or both odd integers 

and the nonvanishing values of Hk;l(x) are 

Hk;1 (x) = (t tanhx)( I-k) /2(sechx)k+1/ 2 

[k/2] (1. h2 )n L:: - .sm x 
X n=O n!(k-2n)![n+(l-k)/2]! 

for 1 ~k 

= (- t tanhx )(~-1l/2(sech.x )1+1/2 

[ 1/2] 

for k, 1 both odd or both even integers 

= 0 otherwise. (31) 

The appearance of our result is different from that 
obtained by Rashid. 4 However, we have checked that by 
using the technique outlined one can easily derive the 
generating function of Hk;I (x), 

H(a, 13;x) = ~ Hk ;z(x)ak {3l, 
~I 

in the form 

(32) 

H(a, {3;x) = (sech.x)1/2 exp[ (a/3/ cosh.x) - t(a2 - (32) tanhx J, 

(33) 

which is identical with Rashid's result. 

IV. DETERMINATION OF COEFFICIENTS FOR 
NONZERO MOMENTUM BOSONS 

In this case the Bogoliubov transformation is 

bt=eT a."eT , 

b~=eT a~eT, 

where 

[alP at.] = 1\,.". 
and 

T = - x."(a."a~.,, - a."a_.,,) = - Tt 

We have to compute 

Gp • S(x.,,) = (1/v'p!q!r!s!) 
,q .Tt 

X a (0 I (a.,,)P(a_t )" eT (aV2(a~t)S 1 0) a 

In this case the operators 

K+=a~a:.", 

K_ = a."a_t , 

K3 = t(a~at + a:."a:." + 1) 

generate the algebra of the SU(1, 1) group. 

It is easy to see that 

K+ I r, s) = [(r + 1 )(s + 1]' /21 r + 1, s + 1) , 

K_lr,s)=(rs)1/2Ir-1,s-1), 

K31 r,s) = t(r+ s + 1)1 r,s). 

(34) 

(35) 

(36) 

(37) 

(38) 

(39) 

(40) 

(41) 

(42) 

(43) 

(44) 

(45) 

" (- t sinh
2
x)n f 1 (30) 

x::a n!(l-2n)![n+(k-Z)/2]! ork~ Thus 

Defining [k, Z] = min(k, Z), we get a single formula for 
Gk;I(X): 

Gk;z(x)= (k!l! )'/2(_1)<Ii-kl-l+k)/4 

xi tanhx)[I-kl/ 2(sech.x)(k,IJ+l/2 
(k/2,1/2 J 

X L; 
n!([k,Z]-2n)!(n+ Il-kl!2)! n=0 
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Gp,q;r,s(x.,,) 

= (p, q I exp(- tanh.x ... K.) exp( - 2ln cosh.xtK3 ) 

x exp(tanhxt KJ I r, s) 

x~ (-1)1'(tanhxt)x+" 
x" A! Il! 

Arvind Narayan Vaidya 

(46) 
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Using the recursion relations (43)-(45), we get finally H(a,f3;Y,Ii;xt ) 

G () " (I._)"."'l( I._\l> =exp[(aY+/3Ii)sechxt +(yo-aj3)tanhxt ] 
. "q;,.,s xt = U,_q,,._s sec""'t - tan""'tr"" 

xL; [(- sinh2x~i'/(p- r+ J.L)! J.L!] 
i' 

X[(r-Il+1)!(s-Il+1)11 

x(p -1) !(q -1)1 (r -1)1 (5 -1)! 11/2]. (47) 

In this case also the expression for G"q;,.,s differs in 
appearance from that of Rashid4 but again the generating 
function 

H(a,f3;Y, O;Xt ) = ~ a'fJ'Y'OsHp,Q;,.,/xt ) 
~s 

can be shown to be 
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Systematic use is made of the Riemann function to frod the conditions for the existence of the kernel of the 
inverse problem at fixed value of the angular momentum. When the reference potential is the centrifugal 
one, only an I-dependent condition on the potential must be required in the Marchenko case; in the 
Gel'fand-Levitan case, the condition is I-independent. When the Coulomb potential is included in the 
reference potential, an exponential decrease of the potential is needed in both instances. 

1. INTRODUCTION in terms of the solution of the equation 

Do(r)uo(r) = O. By inverse problem, we mean the derivation of the 
forces from experimental data. A well-known solution 
of an inverse problem was the discovery of the law of 
gravitation by Newton from the observations of Kepler. 1 

The present inquiry is limited to nuclear physics, and it 
is assumed that the SchrOdinger equation can be expand
ed into uncoupled differential (not integro-differential) 
equations. Two different approaches are possible. They 
separate inverse problems at fixed energf from in
verse problems at fixed angular momentum. 3 Only the 
latter types are discussed in this paper. 

Two integral representations for u are considered, 
namely that of the regular solution and that of the Jost 
solution: They correspond to two different sets of 
boundary conditions imposed on the solution. 

Consequently, exclusively differential equations of 
the form 

[D(x) ]u(x, k, 1) ;(~ + k2 
- W(l, X») u(x, k, l) = 0 

are considered. 

(1) 

The function W(l, x) of Eq. (1) is called the potential. 

If a part Wo(l, x) of W is known, one defines Do(x) by 
replacing W by Wo; the solution is then uo. In addition, 
one writes 

W(l, x) == WoU, x) + V(l, x). 

Wo(l, x) is called the reference potential, and V the 
perturbation potential. In most instances 

Wo(l, x) = - [l(l + 1)/x2
] + 20!/x, 

that is, the centrifugal + Coulomb potential. V(l, x) is 
then the nuclear potential. 

(2) 

(3) 

To solve the inverse problem is to find the nuclear po
tential from the scattering data. However, an important 
question has to be answered: What conditions must be 
satisfied by the nuclear potential for the inverse prob
lem to have a solution? The present paper is essentially 
concerned with this subject and relies on Refs. 3(c) and 
3(d), which are shown here to be complementary 
studies. 

The possibility of a solution for the inverse problem 
depends upon the existence of an integral representa
tion for the solution of the equation 

D(r)u(r) = 0 
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Regular solution: 

u(O) == uo(O) == 0, 

u(x} = uo(x) + r KG (x, y)uo(y) dy, o 
x>y. 

The kernel KG is the solution of a partial differential 
equation 

D(x)KM(x, y) == Do(y)KG (x, y), 

KG (x, x) ==~ r V(s) ds, 
o 

KG(x, 0) =0, 

x>y. 

Jost solution: 

u(x) = uo(x) - exp(ikx + O! In2kx) , 

u(x) =uo(x) + Ix"' KM(X, y)uo(y) dy, 

y>x. 

Now one has 

1 1"' K 14 (x, x) ="2 x V(s) ds, 

lim KI4(X' y) = lim aO KM(x, y) = 0, 
x+:Y~ 110 X+Y" to Y 

y>x. 

(4) 

(5) 

(6) 

(7) 

The Gel'fand- Levitan kernel KG is obviously different 
from the Marchenko kernel K M, because the boundary 
conditions are different. 

In order to proceed further, we transform Eqs. (5) 
and (7) into integral equations which incorporate their 
boundary conditions. 
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Afterwards we determine the conditions on the nuclear 
potential V for Eqs. (5) and (7) to have a solution K, in 
the sense of function theory (not in the enlarged sense 
of distributions~). 

Results of this paper are the following: 

If the reference potential is the centrifugal one alone, 
in the Gel'fand-Levitan case the condition on the be
havior of the potential is independent of the value of the 
angular momentum; but an I-dependence appears in the 
Marchenko case. 

In both cases the presence of the Coulomb potential 
requires an exponential decrease in the nuclear 
potential. 

This agrees with Refs. 3(c) and 3(d) for the Jost solu
tion but extends the study to regular solutions. 

2. MATHEMATICAL PREREQUISITES 

A. Riemann solution 

The Darboux hyperbolic partial differential equationS 

D(x)R(x, y; s, u) ==D(y)R(x, y; s, u) (9) 

with the conditions 

R(x,y; x,y)==l, 

aR aR 
ax ==ay 

aR aR 
ax --ay-

when x + y == u + s, 

whenx-y==u-s, 

(10) 

is considered. The solution R is the Riemann solution6 

for Eq. (9), which plays the same role for hyperbolic 
equations as the Green solution does for elliptic 
equations. 

Coordinates (x, y) are called physical variables. In
stead of the physical variables it is often convenient to 
use canonical (characteristic) variables. If y >x, one 
definess 

2~==y-x, 211=Y+x, 

2~0==u-s, 2110=u+s. 
(11) 

(If x> y, one sets 2~ ==X - y, 2~0 == s -u; 
11 and 110 are unchanged. ) 

The following notations are used from now on: Let 
F(x, y) be a function defined in physical coordinates and 
x(~, 11), y(~, 11) the transformation from physical to char
acteristic variables, we abbreviate systematically the 
notation: 

F(~, TJ) =F(xa, 1]),y(~, TJ», 

even though the formal dependence of F on its variables 
changes. 

Equation (9) takes the standard form in characteristic 
variables. R(~, TJ; ~o, TJo) is now the solution of 

(j2R 
a~a7]- [6.(~, TJ)]R==O (12) 

with 

6.(~, 11) ==[W(~ + 17) - W(~ -7])], 
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while conditions (10) become 

R(~, 1/; ~,1/) == 1, 

aR == 0 if 17 == TJo, 
a~ 

aR == 0 if ~ == ~o. (13) 
017 

B. Integral equations for the kernels KG, KM 

With the use of the Riemann function Ro defined by 

(14) 

Eqs. (5), (7) are replaced by Eqs. (15), (17), below; the 
equation for KG is 

( ) 1 1. (x+y) /2 () ( ) KGx,y ==2" ( dsVsRox,Y;s,s 
,,-y) /2 

+~ r ds yes) r duKG(s,u)Ro(x,y; s,u) 
X-Y Y-l:+S 

+~ 1.(,,-y / dsV(s) J' duKcCs,u)Ro(x,y; s,u) 
%_y) 2 -Y'''-' 

-i1.(" / ds V(s) JS duKG(s,u)Ro(x,y;s,u) 
x+Y) 2 )l+x.8 

(15) 

( ) 1 1. ("'Y)/2 ) KGx,y ==2" ( ) dsV(sRo(x,y;s,s) "-)I /2 

+i J k duds V(s)KG(s,u)Ro(x,y; s,u). (16) 
G 

The domain DG is given in Eq. (15) and shown in Fig. 1. 
The equation for KII is 

KII(x, y) ==~ h" / ds V(s)Ro(x, y; s, s) 
%+y) 2 

+1- 1(%+YI/2ds yes) fl>+S-"dsK (s u) 
2 x y.s+x M, 

(17) 

or 

+~ J Iv duds V(s)KII(s,u)Ro(x,y; s,u). (18) 
II 

The domain DII is shown in Fig. 2 and comes originally 
from Ref. 3(b). Proof of Eqs. (15) and (17) depends on 
application of [Do(y) - Do(x) ]K(x, y) == V(y )K(x, y) to the 

[o.,-y) 

(o.~)----

(o'r) ---------

(o.y) 

u~-s+x .... y 
/ 

fiG. 1. Gel'fand
Levitan domain. 
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(5) 

(O,x+y1 

u-y+s-x 
(a,~) -------

FIG. 2. Marchenko 
domain. 

(a ,x) -- ----------

aL-----~(y~,~)l~x+-y~,O~) ----~u~ 

rhs and the lhs of Eq. (18), together with the depen
dence of Ro on its boundary conditions. Equations sim
ilar to Eqs. (16) and (18) are also found in Ref. 7, 
where one-dimensional Schrooinger equations are 
investigated. 

C. Composition of Riemann functions 

Canonical variables are used. One has, as an analogy 
with Green solutions, 

R(~, 'I); ~o, '1)0) 

=oRo(~, 'I); ~o, '1)0) + I/O d~' J,,: d'l)' ~(e, 1/') 

XRo(~, 1/; ~o, 1/o)R«(, 1/'; ~o, 1/0)' 

that is, R =0 Ro + Ro~. 

D. Reduction theorems 

(19) 

(a) A Riemann function R is defined to possess a re
duction of typ e 1 if one has 

(20) 

(b) A Riemann function R is defined to possess a re
duction of type 2 if one has either 

IR(~, 1/; ~o, 1/0) I ~f(~, 1/) (case a) (21) 

or 

(22) 

(c) A Riemann function R possesses a reduction of 
type 3a or b if one has 

(case a), 

Theorem 1: If Ro possesses a reduction of type 1, 
solution of Eq. (19) exists if 

R(~, 'I); ~o, '1)0) 

I (!o 'l~ , ") -(" I = 1 + JI d~ ~o d'l) ~(~ ,1/ R ~ ,1/ ; ~o, '1)0) 

exists. 

Proof: Write 

R =oRg(~, 1/)/ g(~o, '1)0) 

Ro =R~(~, 1/)/g(~o, 1/0)' 

where IRo 1< 1. 

(23a) 

(23b) 

the 

(24) 

Theorem 2: If Ro possesses a reduction of type 1, 
Eqs. (15) and (17) have a solution if the modified poten
tial yes) = V(s)/g(s, s) has its moment of order zero 
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finite and if the potential yes) also bas its moment of 
order one finite. 

Consider first DG and Ref. 3(c). When I Ro I ~ 1, the 
bound for KG, which we have developed in the Appendix, 
i.s 

Now assume for Ro a reduction of type 1 and define 
K(x,y) =K(x,y)g(x,y), where K=KG or Ky and 

(25) 

Ro(x,y; s,u)=Ro(X,y; s,u)g(x, y)/g(s, u). (26) 

The methods of Ref. 3(b) and the Appendix are used to 
get the bound: 

The moments of order i defined were 

(28) 

and 

(29) 

Theorem 3: If Ro possesses a reduction of type 2a and 
if 1 ~f(s, u) ~f(s, s), then Eqs. (15) and (17) have a solu
tion provided that the potential yes) and the modified 
potential yes) =0 V(s)f(s, s) have respectively zeroth order 
and first order moments 0"0 and a1 finite. 

USing again the methods of Ref. 3(b) and the Appendix, 
one obtains 

Theorem 4: If Ro possesses a reduction of type 2b 
and if f(s, s) > f(s, u), one obtains 

(30) 

IK(x, y) I ~ tao«x + y)/2) expu1 (x). (31) 

Thex:,efore, a zeroth order and a first order moments 
for V are needed. 

Theorems 2, 3, 4 can be combined to obtain the bounds 
and the conditions corresponding to the reductions (3a) 
and (3b). 

3. APPLICATION TO THE KERNELS OF THE INVERSE 
PROBLEM AT I FIXED (NON-COULOMBIAN CASE) 

By defining 

1 
1- 2z:::: 1 +--(u+s - x-y)(s -u+y - x) 

8xyus 

X[(U+S)2 (y+x)2}-1 2(~~_~2)(~_~) (32) - - - <'If - ~2)( 0 - ~~) , 

the Riemann function for the hyperbolic equation (9) with 
the centrifugal potential as found by Chaundy8 is 

Rt(x, y; s, u) =P1 (1- 2z), 

where P, denotes the lth- Legendre polynomial. 

In the Gel'fand- Levitan case: 

x> y, 0 ~ ~o ~ ~ ~ 1/0 ~ 1) < 00. 

M. Coz and C. Coudray 
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So z is positive and less than one. Hence 

-1~1-2z~+1. 

4. INCLUSION OF COULOMB POTENTIAL IN THE 
REFERENCE POTENTIAL 

A. Study of the Riemann function And following Ref. 9, p.303, one has, for l real, 

Ip,(l- 2z) I"" 1, (34) Although the Riemann function corresponding to the 
Coulomb potential is not known, some limitations can 

(35) be expressed for it. 

The bound given in Eq. (25) exists. The Gel'fand
Levitan kernel exists. In addition, from Eq. (A6) it 
follows that if V is continuous, IK~O)(x, y) 1- 0 with y. 

In conclusion, no l dependence has appeared in the 
bound nor therefore in the condition for KG' 

In the Marchenko case, one uses the integral repre
sentation for P,: 

P, (z) =- [z + (Z2 _ 1)1/2 cos¢]' d¢ li" 
11 0 

with z > O. Consequently, 

(36) 

In Ref. 3(d) it was shown that for 0 ~ ~o "" ~ < 1) "" 1)0 < 00 

which implies, in the Marchenko domain, where y =x, 
1- 2z "" 2(y/x)s/u. 

Therefore, the Riemann function possesses a reduction 
of type 1 modulo a multiplicative constant 

IR~(x,y; s,u)I""2'[2(y/x)s/u]'=4'g(x,y)/g(s,u) (37) 

with g(s, s) = 1. We write 

K M(x,y)=1J ds[V(s)4'][4-'R~(x,y; s,s] 

+ J], duds(V(s)4']KM(S,u)(4-'R~(x,y; s,u». 
DM 

(38) 
Theorem 2 shows that if the first two moments of the 

potential V(s) = 4' V(s) exist, one has 

IKM(x, Y) I "" 1(Y /x)' ao«x + y)/2) exp[ a1 (x)]. (39) 

From now on, as in E~ (39), whenever KM is concerned, 
aD and <1t will refer to V not to V; this definition is fol
lowed consistently until the end of this paper. Accord
ingly, one defines 

ao = J(:y) /2 V(s) ds. 

In the last equation, the integration variable s is such 
that 

2s;:"x+y; then 12sl';:"(x+y)';:,,y', 

y' ao«x + y)/2) "" 2' a,«x + y)/2), 

where a, is the moment of order l of V. SO 

IKM(x,y) I~ 1(2/x)'a,«x +y)/2) exp[a1(x)]. 

If a, exists, KM eXists, and condition (7. 3) is obvi
ously realized. 

(40) 

If the moments may be extended from zero to infinity, 
the regular solution is finite everywhere, and the Jost 
solution behaves like (l/x)' at the origin. 
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Let R~ be the Riemann function for the reference po
tentialof Eq. (3) (Coulomb + centrifugal). Then Eq. (19) 
is valid with 

A( e, 1)') = - 4Cl!~' /(1)'2 _ (2) 
(41) 

R=R~, Ro==R~. 

According to Theorem 1 the problem reduces to stUdy
ing the equation 

(42) 

In Eq. (42) (a, b) is the couple (1)0,1) or (71,710) according 
to whether 1)0 is smaller or greater than 71 (the smaller 
regularly preceding). Since 71' > e, all quantities in
volved in Eq. (42) are positive. We define with G, M 
indices 

13G =4Cl!, i3M=4 x 4'Cl!, 

RbG(~' 71; ~o, 710) =RbG(~' 71; ~o, 710)' 

RbM(~' 1); ~o, 1)0) = 4l[(TJ + mTJo - ~o)' /(1) - mTJo + ~o)] 

XRbM(~,TJ; ~o,TJo), IRbMI<1. 
Suppose now a separable function ¢«()</i(TJ') such as 

e /(71'2 - ~'2) "" ¢( ~/)</i(TJ') exists. (43) 

Then each term Rb(n) of the series obtained in solving 
Eq. (42) by successive approximations is dominated by 
the series pb(n), which is the solution of an equation 
analogous to Eq. (42), where e/(TJ'2- e2) is replaced 
by ¢«()</i(TJ'). 

On the other hand pf/ ) = L:'o pi})n is the solution of the 
second order partial differential equation: 

(44) 

The minus sign corresponds to the Gel'fand-Levitan 
and the plus sign to the Marchenko cases. Equation (44) 
can be solved exactly. Following Valiron, 10 we define 

(45) 

and look for a solution z '" «I>(v). Such a solution fulfills 
the conditions of a Riemann function if «1>(0) = 1. In fact 

~ = ~o or 71 == TJo implies v = 0 

. GZ GZ 
and eIther aTJ = 0 or 31 = O. 

The function «I>(v) satisfies the Bessel equation 

v«l>"(v) + «I> '(v) 'F 1131 «I>(v) = O. (46) 
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Therefore, one has 

z = <I> (v) = Jo",:r 41/3 Iv) =1± ji3jv+ ji3j 2v2/22 

+ ... + (±)"Ii31 "vn/(n')2 + ..•. 

Therefore, 

z(~,7); ~o,7)o)=ph(~,7); ~0,7)0). (47) 

This shows that the series ph converges uniformly for 
fi.,very set (~, 7); ~o, 7)0) and moreover that the series 
~ converges uniformly and absolutely. 

The bound for z (and for ilb) is independent of the 
sign of v 

v> 0 (Gel'fand-Levitan domain): 

(56) 

If 1 * 0, 4-1 Rh M possesses a reduction of type 3b. Ac
cording to Eq. (38) we define 

V(s) = V(s) exp[8(2)1v'l""aTs]. (57) 

Equations (15) and (17) have a solution if both ;o(x) and 
al(x) exist. We have 

IKM(x, y) I.:::t(y/X)I ao«x +y)/2) exp[al(x)]. (58) 

To conclude the Marchenko case, one may write a bound 
for KM including the moment of order 1 of V(s): 

(59) 

so the existence of the kernel corresponding to the lth 
J o('; - 41j9lv) = I o(2VlF1v) .::: exp(2VlF1v), 

v <: 0 (Marchenko domain): 

(48a) partial wave is tied to an lth moment of V(s). 

Jo(~) =Io(2v'1i3vT).::: exp(2~). (48b) 

To use the preceding, we look for a separable func
tion <I> which satisfies Eq. (43). 

For the Marchenko domain, Gugushvili and 
Mentkovsky wrote 

_ r~o d~' 1~ d7)' 

v - J( v'Ti=-r ~o 'I Tj' - ~ 

So 

In the Gel'fand-Levitan case one has 

~' 1 1 1 
-...-~""'<: <: 
Tj'2_ (2 ~ ..fTj'- ~ ';7)0- r' 

t d~' (~ dTj' 

v= )(0 '17)0- ~)~o -/7)' - ~ 

= 4['; Tjo - ~o - v'rlo=1 ]( .fiJ=1-~] 

v.::: 4-/7)0 - ~o .fiJ=1.::: 4Tj. 

The function ¢ therefore provides 

B. Consequences for the kernels K 

In the Marchenko case one has 

) I 
< 1 (7) + ~)(Tjo - ~O»)I 

I R~M(~' Tjj ~o, Tjo ~ 4 (7) - ~)(7)0 + ~o) 

(49) 

(50) 

(51) 

(52) 

(53) 

x exp[8(2)1 -/ I O! I (7)0 - ~o) ]. (54) 

If 1 = 0, Rb M possesses a reduction of type 2b, with 

so 
f(~o, 7)0) = exp[8 -/ I O! I (Tjo - ~o) 1 (55) 

f(s, u) = exp(8v'TaTSl = f(s, s), 

/(x, y) = exp(8v'Tii\x) > 1. 

Then one defines V(s) = exp(8v'Tals"l V(s), and obtains 
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In the Gel'fand- Levitan case, one has 

IR~G(~' 7); ~o, 7)0) I .::: exp(4~). (60) 

Equation (60) is 1 independent. For alll, ReG possesses 
a reduction of type 2a with 

/(x, y) = exp[ 4;1 1131 (x + y)/2 ), 

its, u) = exp[ 4-/1.6 I (s +u)/2 ).::: exp(4v'1jITS). 

Theorem 3 applies and requires the existence of uo(x) 
and of a1(x) with a1 defined in terms of V(s) = V(s) 
x exp( 4v'liITS). Then 

The existence of K is again independent of the value of 
1, 

5. CONCLUSION 

Three remarks may conclude this short study. 

-In the Marchenko case, and for the two reference 
potentials studied, our results concord with those of 
Gugushvili and Mentkovsky [Ref. 3(d») and with Ref. 3(c), 
that is, the necessity of the existence of the lth order 
moment for the nuclear potentiaL 

-In the Gel'fand-Levitan case we have improved the 
bound of Ref. 3(c), and found a bound independence of 1. 

~In the Coulomb case, in both instances, it might 
be possible to improve the bounds given here. However, 
to do this, it would be necessary to obtain the Riemann 
function itself. 

APPENDIX 
The bound of Ref. 3(c) for KG is improved. The solu

tion of Eq. (15) is found by successive approximations 
and we make the assumption that I Ro(x, y; s, u) I <: 1. So 

(0) ) 1 j(X+Y)/2 () ( ) KG (x,y=z dsVsRox,y;s,s. 
(x-y) /2 

(Al) 

KJ")(x,y)=tJ ivGdudsV(S)Ro(S,y; s,u)KJ"-l)(S,u) 

(A2) 

I KJO) (x, y) I.:::t(uo«x + y )/2) - uo«x - y)/2»). 
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And we obtain the following estimates 

IK~O)(x, y) I.,,; ~ ao«x + y)/2), 

IK~1>(x,y) I 

.,,;~ L:yds I V(s) I J:x+sdu[~ao«s +u)/2)] 

+~ (X ds I V(s) I JS du(~ao«s +u)/2)] 
JIX+Y) 12 y+x_S 

.,,; %aO«X + y)/2)[~(x - y) r ds I V(S) I x_y 

+t[2s-(x-y)] JX-y ds IV(s)1 (X-y)12 

+ (X-y sIV(s)lds+J.x slV(s)lds J (X-y) 12 (x+y) 12 

(A3) 

- ~(X - y) J(:::) 12 I V(S) Ids - ~(x + y) ~:+Y) 121 V(S) Ids], 

IK~l)(X,y) I 

.,,; ~ao{(x + y)/2)[t J.x s I V(s) Ids (x_y) 12 

+~ (X-y)1 sIV(s)lds+ (X ) slV(s)1 J(x_y 2 J(x+y 12 

_~(x_Y)l(X-y 12IV(s)lds-~(x+y)J.(X 1 I V(s) Ids], x-y) x+y) 2 

Hl(X-Y) 1 S I V(S) Ids - (x - y) J(x-y I V(s) Ids]",; 0, X-y 2 X-Y) 12 

t[(X 1 sIV(s)lds-(x+y)J.X 1 dsIV(s)I].,,;o J Ix+y) 2 (x+y) 2 

for x +y >x, 

IKg)(x,y) I 

"';%aO«X +y)/2)[j(:+Y)/2S I V(s) Ids + ~~::~~~2 s I V(s) Ids]. 

Therefore, 
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IK~l)(X, y) I.,,; ~ao«x + y)/2)[ Oi (x) - a1 «x - y)/2)]. (A4) 

A fortiori 

IKg)(x, y) I"';%ao«x +y)/2)a1(x). (A5) 

In the same way 

I K(n)(x, y) I.,,; ho«x + y)/2){1/nl )ain-1 )(x) 

x [a1(x) - a1«x- y)/2)]. (A6) 

So we can conclude, a fortiori again, 

IK~n)(x, y) I.,,; ~ao«x + y)/2)ain)(x)/n!. (A 7) 

The series KG(x'Y)=L;'oK~n)(x,y) converges uniformly 
in the interval 0.,,; y.,,; x, and the inequality 

IKG(X,y) I.,,;~ao«x +y)/2) exp[a1(x)] (AB) 

holds, which can be compared with Eq. (1. 3, 3) of 
Agranovitch and Marchenko [Ref. 3(b)]. 

In addition by (A2), (A4), and (A6) each term of the 
series goes to zero with y. It follows from (A 7) that 
KG (x, y) vanishes when y approaches zero. 
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Sufficient conditions for the existence of a continuous translation operator are found in the case of a system 
of differential equations in which the matrix potential has the singularity of the centripetal term. The 
sufficient conditions are found in terms of moments of the nuclear potential. The method used employs the 
Riemann Green's function. Threshold energies introduce a threshold energy dependence into the translation 
kernel and lead to a requirement of an exponential decrease for terms of the matrix potential. 

1. INTRODUCTION 

The partial differential equations for the inverse 
problem of scattering have received considerable atten
tion since Agranovitch and Marchenko's excellent mono
graph1 (A and M) appeared. Leaving aSide the one
dimensional problem, 2 authors who have followed A and 
M have limited their concern to scalar potentials. 3-6 

By so doing they lost the purpose of Ref. 1, where ex
plicitly matrix differential equations were studied. How
ever, the primary concern of Ref. 1 was not differential 
equations as such; after the results for the nonsingular 
case were obtained, they considered an indirect approach 
to the singular case via the transformation techniques of 
Crum and Krein. 7.8 

Since the work of Gugushvili and Mentkovsky5 and 
Coz and Coudray, 6 it is possible to study directly sys
tems of differential equations where the singularity 
comes from an explicit dependence on the angular mo
mentum. In the present paper, we consider finite sys
tems of n differential equations: 

[L(x) + A 2}u(A, x) =:0 Vu(A, x), 

where L, A, V, u are (n Xn) matrices. The columns of 
u(A, x) are solutions of Eq. (1) which differ from each 
other by their boundary conditions. A is the diagonal 
matrix of the channel wavenumbers ~, .•. , An: 

(1) 

(2) 

V is an Hermitian matrix potential which is called the 
nuclear potential; finally, the elements of the differen
tial operator L(x) are 

L(x) = D(x) -l(x), 

(3) 

The solution we are concerned with is the solution which 
is singular at the origin and defined by its behavior at 
infinity. Our choice of solution, that of Ref. 1, is dic
tated by the relationship of this solution to the S matrix. 
The matrix solution H(A, x) for the homogeneous system 
is the Riccati Hankel function: 

HIJ(A, x) = - ixhi~)(AiX)Olj = - i f7iX72H:~11 dAIX)o/j 

=:0 (_)! IH jj(_ A, x). (4) 
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The Green's function for the homogeneous system is 
the diagonal G function matrix: 

Glj(A; x,y)=O for y~x 

Gjj(A; x, y) =i(_)!1(2AI)-1[h:~)(AIX)hf~)(- AIY) 

-hi7)(-AIX)h!(~)(AIY)]Ojj forx~y. (5) 

The irregular matrix solution F(A, x) is then defined by 

F(A, x) =:oH(A, x) - .r G(A, x, y)V(y)F(A, y) dy, (6) 

where, its boundary conditions have been incorporated. 
We consider the possible integral representation for 
F(A,x): 

F(A, x) =H(A, x) + l~ K(x, y)H(A, y) dy. 
x 

(7) 

The case where all AI are equal is studied first. Then 
no dependence on the threshold energies appears in the 
translation kernel K(x, y) of Eq. (7). The general case 
is investigated in Sec. 4. Sufficient conditions for the 
matrix K to exist are the goal of this paper. 

The kernel K is connected with the solution of the 
inverse problem as is seen from Eq. (9) below. It satis
fies the matrix partial differential equation 

[D(x) - D(y) ]K(x, y) - [l(x)K(x, y) - K(x, y)l(y)] 

=V(x)K(x,Y). (8) 

The boundary conditions for Eq. (8) are 

K(x, x) =t l~ V(s) ds, 
x 

(9) 

a 
limK(x, y) = lima-K(x, y) = o. 

y ... 00 )/ .. 00 y 
(10) 

The development of Eq. (8) with its conditions (9) and 
(10) is sketched in Appendix A. The same type of equa
tion is found in Ref. 9. The kernel K is therefore con
nected with the resolvent of Eq. (6). The equation defin
ing K belongs to the hyperbolic type and our work is de
pendent upon results for these equations in Refs. 10 and 
11, which we extend here beyond scalar interactions. 

2. THE RIEMANN'S SOLUTION AND NOTATIONS 

Equation (8) is rewritten explicitly 
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FIG. 1. 

( 
£12 ll(ll + l»)K ( ) _ (£12 l,(l, + 1») K ( ) 'dJ(!- x 2 iJ x,y - fiYZ-- y2 Ij x,y 

+ ~ Vlk(X)Kk, (x, y). (11) 
k 

It is solved using Riemann's method, which is recalled 
now. 12 A Riemann solution R(x, y; s, u) is defined. It 
satisfies 

( £12 ll{ll + 1») ( ) (iX'J - xl! RjJ x, y; s, u 

( d2 
l,(l, + 1») ( ) 

=~- 2 RjJx,y;s,u, 
dy y 

Rlj(x, y; x, y) = 1, 

a a 
-R+-R=O if y-x=u-s, 
ax ay 

a a 
-R--R=O ify+x=u+s. 
ax ay 

(12) 

(13) 

(14) 

(15) 

With the use of characteristic curves, Eq. (11) with 
its boundary conditions is solved by the Riemann's 
method, and one has 

+!.i<%'YI/2ds lY+s,,, R (x y' s u) 
2 " y+%.s I' , , , 

1 J" d 1 y+S_% ( ) +2 <%'Yl/a s s RjJ x, Yi s, u 

X~Vlk(s)KkJ(S,u)du, O<x~y. 
k 

We will shorten our notations by writing 

x~ Vlk(s)K~j(s, u) duds, 
k 

(16) 

(17) 

with du preceding ds in the double integral. f) (x, y) is 
the integration domain of Fig. 1. 

Together with Riemann's solution, we shall introduce, 
for each matrix A, the matrix of its absolute values JA J 

whose elements are 

(18) 
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If A and B are matrices, we will write A ~ B if 

IAiJ I ~ I BjJ I for all i,j ~ n. 
Clearly, Eq. (18) implies 

IABel~ IAI IBI lei. (19) 

For each matrix A, we will also define a norm IIAII by 

IIAII = max.0IA'k I, (20) 
j k 

Clearly, IIAII introduced by Eq. (20) has the usual prop
erties of a norm. 13 

3. A PARTICULAR CASE 

A special case is studied now since it allows us to 
use standard matrix methods and to indicate how results 
can be obtained. It contains an extension of Marchenko's 
results. 

This special case is obtained by writing 

[D(x) -l(x) ]K(x, y) = [D(y) -l(y) ]K(x, y) = V(x)K(x, y). 

To be more specific, Eq. (11) is replaced by Eq. (20); 

(
d

2 
lj{ll+l»)K ( )_(£12 ll(ll+l»)K ( ) 

(lx'J- xl! jjx'y - dy2- yl! jjx'y 

+.0 Vjk (x)Kkj (x, y). 
k 

However, the boundary conditions which K should satisfy, 
1. e., Eqs. (9) and (10), are retained. 

The Riemann functions to be used are the solutions of 

( d2 ll(lt +1») 
~- x2 Rll(x,y;s,u) 

(
d

2 
It{ll+l)) ( = dy2- y2 Rll x, y; s, u). 

We can define a Riemann matrix by 

[D(x) -lex) ]R(x, y; s, u) = [D(y) -ley) ]R(x, y; s, u). 

Using Chaundy's results, Ref. 9, one can write 

R(x, y; s, u) ={p,;(1- 2z)}ojJ 

with 

Z = (1/16usxy)(x + y - U - s)(s - u + Y - x)(u + Y + s + x) 

x (u + Y - s - x), 

(21) 

(22) 

(23) 

as illustrated in Ref. 6. Instead of z we use Chaundy's 
variables Xl and xa defined as follows 

(u + s - x - y)(x - Z - s +u) 
4.xs 

(x + Y - u - s)(x - y + u - s) 
x -~~----~~~----~ 2- 4uy , 

1- 2z = 1 - 2Xl - 2xa + 2X1X2, 

and write 

R(x, Yi u, s) ={P1j (1- 2xl - 2x2 + 2X1X2)Olj}. 

In the Domainf) (x, y), in Fig. 1, the following inequali
ties are satisfied; 

u-s~y-x, (24) 

M. Coz and P. Rochus 895 



                                                                                                                                    

u+s~y+x, (25) 

u~ s, (26) 

s""x, (27) 

Y""x. (28) 

.From these inequalities the following estimates can be 
derived: 

u + s - x - y '" 2(s - x) '" 2s by (24), 

s - u + Y - x '" 2{s - x) '" 2s by (24), 

u +y +s +x'" 2{u +s) '" 4u by (25) and (26), 

u + y - s - x '" 2{y - x) '" 2y by (24). 

While Xl is negative and 

-xl",s/x, 

X z is positive 

(29) 

(u + S - x - y) (y - x + S - u)( ,u_+_s.;,.:){:...u..,.+...:y:...---.:.s_-_x..:.) 
x "'-z 4uy 4uy' 

since one has 

(u + Y - s - x) - (y - x - s - u) = 2(u - s) "" O. 

Therefore, one obtains 

O",xz '" 1. 

We rewrite the argument 

z = (1 - 2Xl) - 2xz(1 - Xl) 

(30) 

(31) 

with the two parentheses positive. Equations (29) and 
(30) imply 

(32) 

The argument X of the Legendre functions being greater 
than unity, one has 

(33) 

Consequently, 

\ R(x, y; s, u) \ ~ D-1 (x)CD(s) (34) 

where the diagonal matrices D and C have the following 
elements: 

C ji = 611 01i , 

Dij(s) = SIIOij' 

(35) 

(36) 

The integral equation for the matrix K can be written 
in a matrix form: 

K(x, y) =~ ~:+Y) /zR(x, y, ; s, s)V(s) ds 

+~J r
D 

R{x,y;s,u)V(s)K(s,u)duds. (37) JI (X,Y) 

We use now the reduction method of Ref. 6b and 
define 

K(x, y) =D-1(x)K(X, y), (38) 

R(x, y; s, u) =D-1(x)R(x, y; s, u)D(s)C (39) 

with 

IRI~I (matrix unity). 

With these reductions Eq. (37) becomes 
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K(x, y) :=t h:y)/zR{X, y; s, s)D(s)CV(s) ds 

+t J JD (",y) R{X, y; s, u)D(s) 

x CV{S)D-1{s)K(S, u) duds. 

We are led to define the two interactions 

V(s) =D(s)C V(s), 

w{s) =D(s)CV(s)D-~(s), 

(40) 

(41) 

which should allow us to use the estimates of Appendix 
B. We decide herl~ to proceed otherwise for a better 
interpretation of the conditions we obtain. 

Equation (41) is rewritten as 

K(X, y) =t 1 ~ li(x, y; s, srv(s) ds 
(x+y) /2 

+ J ID R(x, y; s, u)W(S)K(S, u) duds (42) 
(X-,lI) 

and solved by the methc)(l. of successive approximations: 

K(X, y) ="£ K(n)(x, y), (43) 
n=O 

where 

(44) 

and 

K(n)(X y) =!.J ID R(X y's u)W(s) 
, 2 (x,y) '" 

xK(n-l)(S, u) duds. (45) 

The following bounds are found for the different terms 
of the series defined in Eq. (43): 

IK(O)(X, y) I '" t h:Y)/2 1 V(s) Ids =t a«x + y)/2), (46) 

IK(1)(x,y) \ ~t J JD (x.)R(x,y; s, u) II W(s) I 
x \K(O)(s, u) Iduds 

'" t J ~I w{s) Is ds a«x +y)/2). 
x 

More generally one has 

IK(n){X,y) I 

x ••• r~dxoXoIW(xo)la«x+Y)/2). 
)"1 

(47) 

(48) 

We determine now necessary and sufficient conditions 
for a convergence of the series (43) which is both uni
form and absolute. These conditions, however, are 
Simply sufficient conditions for the existence of K. For 
the series (43) to converge uniformly and absolutely it 
is necessary to impose 

(49) 

J ~ \ w( s) I s ds < 00 • 
x 

(50) 
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The potential Vii should have a moment of order II from 
Eq. (49) and a moment of order (ll -lJ + 1) from Eq. 
(50). 

To prove the sufficiency of these conditions, norms 
are used as in Appendix B. With Eqs. (49) and (50) one 
can write 

IIK(x, y) II ~ t1)«x + y)/2) exp[ ~(x) J, (51) 

with 

1= 1(-1) fol PIP - 2x2t)2xlP:P - 2xl +2x1t) dtl 

~ fo1 l [- 2x1P:1 (1- 2x1 + 2x1t) I dt. (57) 

To get Eq. (57), we used the fact that 11- 2x2t 1 ~ 1 
implied 

The integrand in Eq. (57) has a constant sign since P I1 

1)«x + y)/2) = fc:y) /211 V(s)!1 ds 

~(x) = .CIIW(s)11 ds. 

(52) is an increasing function of its argument whenever the 
latter is greater than unity. 

(53) Consequently, 

Equation (51) defines an estimate for the norm of 
K(x,y) 

IIK(x, y)11 =D-1 (x)IIK(X, y)ll. (54) 

From Eq. (54) it can be seen that the matrix K(x, y) 
when K satisfies Eq. (51) is a matrix of absolutely in
tegrable functions with respect to y. 

A physical application of this section is that when all 
the lj are equal 

(55) 

Equation (55) contains as a particular case 
Marchenko's study where all the II = O. From what pre
cedes, moments of order l and one should be required 
from the elements of the matrix potential. So we state: 

Theorem: If 

0i (x) = 1 C t I vet) I dt < 00, 
x 

al(x) = lC til Vet) Idt < 00, 

then an integral representation7 exists for the solution 
of a partial differential matrix equation with all l equal, 
and one has 

(l/x)IIIK(x, y )11 ~ tal «x + y)/2) exp[ al (x) J. 

4. THE GENERAL CASE EO. (11) 

To follow the same method, we need to use the 
Riemann's solutions of Eq. (12). These two can be found 
in Refs. 10 and 11: 

R. (x y' s u) =)( [li' lJ] 
IJ , , , Xl, x

2 

X[liolJ ] =p (1- 2x) x
1
,x

Z 
Ij 1 

- 2xzfol plp- 2xl +2x1t)PVl- 2x2t)dt, 

(56) 

where)"( is a Chinese letter, to be pronounced "pa," in
troduced by Chaundy (Ref. 10). 

Equation (56) is integrated by parts to get 

RIJ =P1/1- 2xz) - 2Xl J
0

1 
P IJ (1- 2xzt)P;/1- 2x1 + 2x1 t) dt. 

Now we consider 
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I ~ I J
0

1
(- 2x1 )P;1 (1- 2X1 + 2x1t) I 

~P'I(1-2x1)' 

The estimate for RiJ follows: 

IRfJ I ~ (6S/X)I; + 1 ~ (7S/X)lf. 

Back to Eq. (17), we use again reductions 

(l/XII )KfJ =KIJ , 

RiJ = (1/xl1)RIJ (7s)ll, IRiJ 1< 1, 

VIJ = (7S II ) VIi> 

WIJ = (7s 1 I) VIJ/Xl J. 

Thus we write Eq. (17) as 

KIJ(X, y)=t ~:+y)fiiJ(x, y; s, s) Vo(s) ds 

+ t J Jf)(x,y)RIAx, y; s, u) 

xL W/k(S)Kkj(s, u) ds du. 
k 

So we will get 

liW(x, y) I ~ t J(:y)/zl Vll(S) Ids, 

IKg>(x,y) I ~t [Ols IL I WI~(S) IIK;J)(x, y) Ids. 
x k 

(58) 

(59) 

(60) 

(61) 

Equations (61) are similar in form to Eqs. (46) and (47) 
when the latter are made explicit in i and j. The analy
sis of the previous section applies therefore, and we 
can state the theorem. 

Theorem: If 

ag)(x) = Ix C t I VI,(t) I t(ll-Ij) dt < 00, 

afJ)(x) =.C til I Vo(t) I dt < 00, 

then an integral representation7 for the solution of the 
partial differential matrix equation exists, and one has 

D-1(x) IIK(x, y) II ~ t1)«x + y)/2) exp[ ~(x) J. (62) 

In Eq. (62) the definitions 

1)«x +y)/2) = fc;+Y)/211V(s)11 ds 1)(x) = .rIlW(s) lis ds 

were used with if and W taken from Eq. (59). 
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We proceed now to remove the restriction that all the 
;\/s should be equal. If they are not equal, the KI} ele
ments of the K matrix are the solutions of the equation 

( 
02 + A 2 l/(l/ + l»)K ( ) 

"§X2 / - x 2 I} X, Y 

( 02 2 l,(lj + 1») ( ) = a)i2+Aj - yZ KIJ x,y 

(63) 

which introduces a A dependence in the K matrix. 

We need now the Riemann solution Xlj for the partial 
differential equation: 

( 02 + A 2 _ l/UI + l»)X . 
~ / x2 !J 

Ix Ij(X, y; s, u) I ~ (7S/X)/1 exp{4fjs), 

valid for all i and all j. 

N ow we define 

Vu(s) = (7S)/IVU(S) exp(4j3s), 

W!J(s) = (7)' IS(/I-I) )VIJ(s) exp(4j3s). 

The equation for Ku follows: 

KjJ(X, y) =1 ~:Y)/2X!J(X, y; s, s)VIJ(s) ds 

+1 J if) ( i'!J{x, y; s, u).0 Wlk(S) 
%,)1 k 

XKkj(s, u) du ds. 

Equation (70) yields 

(69) 

(70) 

(64) IIK(O)(x, y)ll,,;; 1 ft:Y) 12 II V(s) II ds =111«x +y)/2), 

To obtain an estimate for these XI}' Theorem 1 of Ref. 
6b is used. Using characteristic variables (~, T/, ~o, T/o) 
instead of the physical variables (x, y; s, u) and denoting 

X(~, T/; ~o, 1)0) ;,X(x, y; s, u), 

f\(~, 1); ~o, T/o) ;,R(x,y; s, u), 

we have 

X li(T/, 1); ~o, 1)0) =f\ IJ(~' 1); ~o, 1)0) + I/o d~' 

x fO dT/'f\ IJ(~' T/; (, T/')(A/ - A/) 

X)(lj(~', T/', ~O, T/o)· 

Since IRij I,,;; (7S/X)/I, we have 

We set 

f<1J=lfd7(~0- T/o)/(~_l1)]/I, 
)(U=Xli[7(~0-170)/(~- T/)]/I, 

and obtain the reduced equation for )( IJ: 

X o(~, 17; ~o, T/o) 

0- ( 1. ~ 0 ' l~ 0 ' =/\ Ii ~,1); ~O, T/o) + ~ d~ ~ d1) 

(65) 

xlflj(~, 11; (, T/')(AI2 - A/)/(lJ(~" 11'; ~o, 110). (66) 

From this Eq. (66) we get14 

IXjj{~, 11; ~o, 1)0) I 
,,;; exp[2( I A/2_ Vi I ~o- ~ II T/0-1)1 )1/2] 

Ixl){x, y; s, u) I 
,,;; exp[2(1 A12_ A/ Ilu- s -y +x Ilu + s _ Y _ xl )1/2]. 

Now we have from Eq. (29) 

u + S - x - Y ?- 0, U + S - Y - x ,,;; 2s, 

u - s + x - y ,,;; 0, S - U + Y - x ,,;; 2s. 

Setting 

fj2=supIA;2_ A/I, 
I,} 

we obtain the estimate 
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(67) 

(68) 

and 

IIK(l)(X, y)II ~ ia«x + y)/2H(x), 

where we defined 

~(X) = jOOllW(s)IIsds. 
x 

By mathematical induction we obtain again 

IIK(x,y)II ,,;;i1)«x +y)/2) exp[~(x)], 

which provides the estimate 

n-1(x) IIK(x, y) ,,;;1 exp(2j31 x I )1)«x + y)/2) exp[ ~(x) J. 

(71) 

(72) 

Equations (72) and (62) are very similar; the main 
differences are the definitions of the involved nuclear 
potentials and the presence of the exp(2j31 x I) factor. 

From Eqs. (63) and (72) it is seen that threshold en
ergies have two consequences: 

(a) The threshold energies appear explicitly in the 
translation kernel; 

(b) An exponential decrease is required from the nu
clear potentials, the measure of this decrease being 
expressed by 

4 sup( I Al- A/ I )1/2. 
I,) 

Introduction of Coulomb forces in the scheme does not 
modify the method of solution, the Coulomb interaction 
being a scalar operator. Conditions similar to those 
of Ref. 6b should be superimposed on the ones formulat
ed in the present paper. 

APPENDIX A 

Let Ao and A be two partial differential matrix 
operators 

d2 d2 

A ~([X2 - Wo(x) - V{x) ~([X2 - W{x), 

d2 

Ao~dX2- Wo{x). 
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Let now a transformation X be defined by 

Xf=If+ J"" K(x,y)f(y) dy. 
x 

(A2) 

In Eq. (A2) I is the identity matrix and f and twice dif
ferential matrix satisfying 

{ l;~f(Y) -exp(ikx) 

k real. 

The transformation X is said to be a translation from 
Ao to A if for allf's one has 

AXf=XAof· (A3) 

By integrations and derivations under the integral sign 
the kernel K(x, y) of Eq. (A2) must satisfy the following 
Eq. (A4) for X to exist. Equation (A4) is 

(
d

2 
) d2 "'([XJ - Wo(x) - V(x) K(x, y) =ayzK(X, y) - K(x, y)Wo(y), 

a 
limK(x, y) = lima-K(X, y) = 0, (A 4) 
y .. oo y .. -o Y 

K(x, x) =t Ix'" V(s) ds. 

APPENDIX B 

We consider the partial differential matrix equation 

(~-; ) L(x, y) = V(s)L(x, y), 

L(x, x) =t Ix"" W(s) ds 

a 
limL(x, y) = lim-;-L(x, y) = o. 
:v-ao :v .. eo uX 

(B1) 

By the Riemann method Eq. (B1) is transformed into 
an integral equation: 

L(x, y) =t ~:y) /2 V(s) ds +t i if) W(s)L(s, u) du ds. (B2) 
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Equation (B2) is a matrix equation similar to Eq. 
(1. 3. 6) of Ref. 1. f) is the domain of Fig. (1). There
fore, one defines 

17(x) = Ix "'IIV(s)11 ds, 

~(x) = Ix"'IIW(s)11 ds, 
(B3) 

and obtains the estimate for the norm of L(x, y), 

IlL (x, y)11 ~ t17«X + y)/2) exp[ ~(x) J. (B4) 

Equation (B4) gives sufficient conditions for the exis
tence of a solution L(x,y) for Eq. (B1). 

*On sabbatical leave from the Department of Physics and As
tronomy, University of Kentucky, Lexington, Kentucky, 
40506. 

lZ. S. Agranovitch and V. A. Marchenko, The Inverse Problem 
of Scattering Theory, translated by B. D. Seckler (Gordon 
and Breach, New York, 1963). 

2For references for the one-dimensional problem: H. E. 
Moses, J. Math. Phys. 16, 1044 (1975). 

3J. J. Loeffel, Ann. lnst. Henri Poincare 8, (4), 339 (1968). 
4p.J. Kelemen, J. Math. Phys. 12, 1142 (1971). 
5H. I. Gugusvili and Y. L. Mentovski, Nuovo Cimento A 10, 
277 (1972). 

6(a) M. Coz and C. Coudray, J. Math. Phys. 14, 1574 (1973); 
(b) J. Math. Phys. (1976) to be published. 

7M.M. Crum, Quart. J. Math. 6, (2),121 (1955). 
8M.G. Krein, Dokl. Akad. NaukSSSR 113 (5),970 (1957). 
~.G. Newton and R. Jost, Nuovo Cimento 1, 505 (1955). 

ItT. W. Chaundy, Quart. J. Math. Oxford 10, 310 (1939). 
tiE. T. Copson, Arch. Ratl. Mech. Anal. I, 324 (1958). 
12R. Courant and Hilbert, Methods of Mathematical Physics 

anterscience, New York, 1943), Til, p. 450. 
13H.G. Garnir, M. de Wilde, and J. Schmets, Analysefon

ctionnelle. 1 (Birkhauser Verlag, Bassel and Stuttgart, 
1968). 

14G. Valiron, Equations fonctionnelles, Applications (Masson, 
Paris, 1950), p. 569; see also Ref. 6b. 

M. Coz and P. Rochus 899 



                                                                                                                                    

Some new identities of Clebsch-Gordan coefficients and 
representation functions of SO(2,1) and SO(4) 

A. O. Barut* and Raj Wilson*t 
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A systematic derivation of various relations and identities among the Clebsch-Gordan coefficients and for 
the representation functions of SO(4) and SO(2,l), is given. These relations are essential in wor~ involving 
the matrix elements of arbitrary group elements in higher noncompact groups such as 0(4,2). 

I. INTRODUCTION 

During the past years the concept of internal dynami
cal groups has been widely adopted, in the solution to 
various problems of quantum dynamics, both rela
tivistic and nonrelativistic. Especially noteworthy is 
the infinite component wave equation using the most de
generate unitary irreducible representation of the non
compact orthogonal group 0(4,2) which has found many 
applications. Although many more physical results are 
yet to be computed, this theory seems to be particular
ly adopted to the composite nature of not only the H
atom but also hadrons, in particular the proton. On the 
mathematical side the group 0(4,2) contains most of the 
physical groups like the Lorentz Group 0(3,1), 0(2,1), 
E(3), etc., and consequently many already known 
physical concepts are built into the theory. Recently 
we have succeeded in expressing the "Universal" in
elastic form factors and structure functions of the pro
ton and spin- 0 particles in such a way that a better and 
closer study of these functions is now possible. This 
has been achieved by explicitly expressing the 0(4,2)
transition amplitudes in terms of 0(4)- and 0(2,1)
representation functions and this further demands a 
number of new identities and relations in these rep
resentation functions and in 0(3)-Clebsch-Gordan co
efficients, The purpose of this paper is to offer these 
relations separately and derive them explicitly, The 
representation functions themselves are assumed to be 
known. We have tried to adopt throughout a unified ap
proach of using the symmetry and recursion properties 
of generalized hypergeometric polynomials, although 
here and there we have deviated from this approach for 
simplicity, 

In Sec. II, we deal with the well-known 0(3)-Clebsch
Gordan coefficients. Smorodinskil and Shelepin suggest 
that because of the three "nontrivial" Regge symmetries, 
there can be three nontrivial forms (due to Racah, 
Majumdar and van der Waerden) of CG coefficient other 
than the original expression due to Wigner, We are 
able to obtain these expressions through Thomae
Whipple symmetries of the generalized hypergeometric 
polynomial aF2 of unit argument. Also we derive some 
important recursion relations of the CG coefficients 
using the recurrence relations satisfied by 3F2' These 
recursion relations are extremely useful when one wants 
to study the action of the 0(4,2) generators on canonical 
basis, We have also derived two identities involving 
negative angular momenta and discussed different 
asymptotic expressions of the CG-coefficients. Al
though some of the results in this section are familiar, 
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we have derived them mainly using the properties of 
hypergeometric functions. 

In Sec. III we give some important properties of the 
0(2, 1)-representation function (DZ-series) due to Barg
mann. Using various recurrence relations of the 2Fl 
hypergeometric function we have derived many recur
sion relations of this representation function and they 
are being used elsewhere to compute the 0(4, 2)-transi
tion amplitudes. Finally we use the famous Burchnall
Chaundy multiplication formula to obtain the 0(2, 1) 
CG-coefficient and to derive explicitly a decomposition 
rule for the product of two 0(2, 1)-functions. This rule 
is extremely useful and enables one to express the 
0(4, 2)-transition amplitudes in closed form. 

The last section deals with the 0(4)-representation 
function. There we have derived two new formulas for 
the representation function and have expressed them in 
terms of Gegenbauer polynomials. For this we have 
used the simple differential operator method due to 
Strom. We have also given some asymptotic expres
sions for the 0(4)-functions as we find them very useful 
for the discussion of the asymptotic behavior of form 
factors. Using various results of this paper, we have 
explicitly evaluated the matrix elements of finite 
Lorentz transformations between the so-called tilted 
0(4, 2)-states and have expressed them in terms of two 
0(4)- and one 0(2, 1)-representation functions. These 
results, we believe, are very important and useful for 
explicit calculations in the 0(4, 2)-theory. 

II. THE CLEBSCH-GORDAN COEFFICIENTS FOR 
0(3) 

1. Definition and general expressions 

The Clebsch-Gordan coefficients1 C(111fmlm21Im) 
(or in Dirac's notation (l112mlm211m » are generally 
defined as the coefficients in the expansion 

g~ = 6 <lll2mlm2Ilm>e~V~~, (11.1.1) 
11 /2ml m2 

(ml +m2=m) 

where g~( III -121 '" I '" 11 + 12) are the vectors of canoni
cal bases in the Kronecker product space of two irre
ducible unitary representations of weights Ii and 12 of 
the three-dimensional rotation group, and the canonical 
bases of the Kronecker "factors" are given by e~\ and 
f~~, (-Ii'" m i '" Ii; i = 1,2). The weight I is an integer or 
a semi-integer simultaneously with 11 + 12, These co
efficients are physically interpreted as the probability 
amplitude for obtaining the total angular momentum 
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(i, m) in the addition of the angular momenta (11, m 1) and 
(l2, m2). In order to investigate the underlying sym
metries and invariants of these coefficients under cer
tain transformations one conveniently makes use of 
Wigner's2 3-j symbol, defined as 

( 11 12 _1m)::::: (_1)'2-l l-m (21 + lr1l2{1112mlm2i1m) 
mt m 2 

== (_ 1)/2-ll-m(21 + 1)-112 [11 12 1]. 
nil m2 m 

(II. 1. 2) 

This 3-j symbol possesses the so- called" classical 
symmetries"-12 symmetries under the 31 permuta
tions and the reversal (m; - - In, and m - - m) of the 
three angular momenta (1 1,12 and 1) as well as Regge 
symmetries. All these symmetries may be made more 
apparent if one considers the so-called Regge symbol, 3 

This symbol is symmetric under (i) permutation of the 
colUmns, (ii) permutation of the rows, and (iii) trans
position about the major diagonal [also transposition 
about the "opposite" diagonal-this symmetry is not new 
since this can be obtained by the products of (i) and (ii), 
but it is convenient]. The claSSical symmetries are 
built into (i) and (ii). If one allows also the negative 
values of the angular momenta through the substitutions 
11 -11 - 1, 12 - - 12 - 1, and 1 - - 1 - 1 (with the triangle 
condition III -121 ~ 1 <:: 11 + 12), then one obtains 3! X3! 
x2 x4::::: 288 symmetries (3! for permutation of columns, 
3! for permutation of rows, 2 for transposition, and 4 
for negative values of 1). This means that there are 288 
identical Clebsch-Gordan coefficients with positive or 
negative values of the angular momenta. The physical 
origin of the classical symmetries is well understood, 
but that of the remaining Regge symmetries is not at 
all clear. Bincer4 interprets the third Regge sym
metry (symmetry under transposition) in the classical 
limit (l1 and 12 large but fixed 1) as the symmetry under 
the interchange of "body-fixed" and "space-fixed" 
frames of reference and this conclusion is based on the 
Brussard-Tolhock asymptotic condition5 that in the 
classical limit CG coefficients approach the representa
tion functions (the matrix element of a finite rotation) 
of the group SO(3). 

A general expression for CG coefficients was first 
derived by Wigner. If one imposes the three sym
metries (under permutations, transposition, and the 
product of the two) into Wigner's expression then three 
more nontrivial expressions may be obtained and one 
may select them as the oness due to van der Waerden, 
Racah and Majumdar. All these expressions involve a 
finite sum with the summand containing five factorial 
terms besides the term which is just the factorial of 
summation variable. This leads to the possibility that 
the CG-coefficient may be expressed in terms of a gen
eralized hypergeometric function pF. with P + q ::::: 5. 
RoseS succeeded in expressing Wigner's relation in 
terms of the generalized hypergeometric function 3F2 

with unit argument, i. e. , 
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where 

~== (_1)'2+m2 

( 
(1+11-12)1(-1+11+12)1 

x (l-.11+ 12)I(Z+11+ 12+ 1)1(1+m)1 

(1- m)! (11 - ml)! )1/2 
x (It + ml)! (12 + m2)! (12 - m2)! 0 

(II. 1. 4) 

Here the hypergeometric function 3F2 is a terminat
ing series since it has two upper parameters which are 
negative integers. For such cases, it can be easily 
seen7 that there are 24 such terminating series (in 
comparison with 18 when only one upper parameter is 
negative) which are simply related one to one. Since 
each hypergeometric function is invariant under the 
permutations of upper and lower parameters, one ob
tains the total number of different forms of SF? (with 
two negative upper parameters) to be 24x3! X2! =288 
which is exactly the total number of symmetries of the 
CG coefficients. All the different symmetries of such 
3F2 may be obtained from Thomae-Whipple formalism,? 
and many of them are already used. For example the 
symmetry derived by Hardy (in Whipple's notation?) is 

r[O' I23 , 0'124, O' I25 ]Fp[O;4, 5] 

== (-I)mr[O' I24 , 0'024, 0'014]Fn[4; 0, 1], 

or 

F [a, b, c;] 
3 2 d, e; 1 

_ r(d)r(d - a - b) F [a, b, e - c; ] 
-r(d-a)r(d-b) 3 2 l+a+b-d, e;l . (II. 1. 5) 

Using this twice in Eq. (11.1. 4) we get the Majumdar 
form of CG-coefficients, 

Furthermore, the Thomae-Dixon symmetry gives 

or 

[
a b, c;] r(d)r(e)r(s) 

a
F

2 d; e; 1 == r(a)r(s + b)r(s + c) 

fd - a e - a, s;] 
x aF2 Ls + b: s + c; 1 ' 

s=d+e-a-b-c. (II. 1. 7) 

Using this in Eq. (II. 1. 6) we get the Racah form 
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J:;' [-Z + m, -Z1 + m1, Z1 + m1 + 1; ] 
X 3-"2 • 

- Z - Z2 + mb - I + l2 + m1 + 1; 1 (II. 1. 8) 

Also if we use the symmetry 

r[a123, a 124 , a125]Fp[O;4, 5] 

= (-l)mr[a124' a 024' a o14 ]Fn[4; 1,5], 

or 

F. ra, b, c;] _ (l)C r(l- e + c)r(l- e + b)r(d)r(e) 
3 2Ld, e; 1 - - r(e-a)r(l+a+c-e)r(l+d-e)r(b) 

rd-b 1-e+c 1-e+a.] 
X 3F2l!+a'+c_e, l'+d-e; l' , (II. 1. 9) 

substitute in Eq. (IL 1. 8), and then use the symmetry 
due to Hardy [Eq. (II. 1. 5)], then we get the van der 
Waerden form of CG coefficients 

( 
l1 l2 

m1 m 2 

(II. 1. 10) 

All the above four forms of CG coefficients are ex
tremely useful for practical purposes, especially in 
deriving recursion relations. There is also the 
Rodrigues form due to Akim and Levin, 8 

( 
Ii l2 1 \ 

m1 m2 - mJ 

= (_ 1)I-m-21 1 {(l + l1 -l2)! (l-l1 + l2)! (1 + m) !) 
~ (-l +l1 +12)1 (1 +l1 +l2 + 1)! 

x (&+ m1)! (l1 - m1) 1 (l2 + m2) 1 ) 1/2 
(1 - m) 1 (12 - m2) 1 

x[(l-l1+ l2)! (11 -12 + m)! ]-1 

{ 
d12-m2 [-l+m, -l+l1-l2;J} 

x dZ12-m2 (1- zhF1 1 -I + m + l' z • 
1 2 , '""0 

(II. 1. 11) 

This expression is particularly helpful since the prop
erties of 2F1 are well understood and widely used. 

2. Recursion relations 

In this subsection we proceed to derive some very 
useful recursion relations of CG coefficients. For this 
we conveniently make use of Rainville's9 contiguous 
function relations for generalized hypergeometric func
tions. For 3F2 with unit argument we have the following 
contiguous relations: 

(II. 2. 1a) 

(b) (a-d+l)3 F2 

(c) sed(e - d) 3F2 

= e(a - d)(b - d)(c - d) 3F2[d + 1] 

- d(a - e)(b - e)(c - e) 3F2[e + 1], 

(d) -ed(e-d)3F2[a-1] 

= e(b - d)(c - dlsF2[d + 1] 

- d(a - e)(c - ehF2[e + 1], 

(II. 2. 1c) 

(II. 2. Id) 

where s =d + e - a - b - c. When we substitute Eq. 
(II. 1. 4) into Eq. (II. 2.1b) we get 

[(1+l1+ 12+ 2)(-Z+l1+ 12+ 1)]1/2(l1 l2 l) 
m 1 m2 - m 

(II. 2. 2) 

If we use the symmetry given by Eq. (II. L 5) in Eq, 
(II. 1. 4) and substitute the resulting expression in Eq. 
(II. 2. 1 b), we get 

[(1+11+l2+1)(-1+l1+l2)]1/2(l112 1 \ 
m 1 m2 - m) 

(II. 2. 3) 
If we again take the resulting expression after substitut
ing Eq. (II. 1. 5) into Eq. (II. 1, 4) and use the symmetry 
due to Bailey, i. e, , 

r[ a 123, a 124, a125]Fp [O; 4, 5] = r[ a 023 , a 024, a 025 ]Fp[l; 4, 5] 

or 
fa b, c;] r(e - a - c)r(d - a - c)r(e)r(d) 

3
F

2Ld: e; 1 - r(e - a)r(d - a)r(e - c)r(d - c) 

F[I-s,a,c; 
X3 2 l+ a -e+c, l+a-d+c; 

c is a negative integer, (II. 2. 4) 

and then substitute the final expression in Eq. (II. 2. Ib), 
we obtain 

(II. 2, 5) 

Furthermore, if we combine Eqs. (II. 2, lc) and (II. 2. Id) 
then we obtain 

sd(e - dlsF2 + d(b - e)(e - d) 3F2[a - 1] 

= a 3F2[a + 1] - (d - IlsF2[d - 1], (II. 2. Ib) _ (b - d)(c - d)(a + e - b - dlsF2[d + IJ = O. (11.2. Ie) 
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We then substitute into the above relation Wigner's ex
pression [Eq. (II. 1. 4)] to get 

[(l+m+1)(l-m)]1/2(11 12 1 ) 
m1 m2 -m 

=[(11+ m 1+ 1)(l1- m1)]1/2(11-i 12 l+t ) 
ml - 2 m2 - (m - t) 

-[(l2+ m2+ 1)(l2- m2)]1f2(ll 12-\ l+t 1). 
ml m2 - 2 - (m - 2) 

(II. 2. 6) 

Many more recursion relations of CG coefficients may 
be similarly derived. 

One can also note that the Rodrigues form of the GG 
coefficient is very handy. If we substitute Eq. (II. 1. 11) 
into the recurrence relation 7 

(a-1h F1[a, b;]+(C_ah F1[a-1, b;] 
c; z c; z 

-(c-1) F[a-1, b-1;]=0 
21C-l;z ' 

we can reproduce Eq. (n. 2. 6). Also, if we use the 
relation 

( 1) F ~a, b;] F La + 1, c-a- 2 t +a2 1 c; z c; z 

- (C-l)2F/a, b
1
; ]=0, Lc- ; z 

we obtain 

(II. 2. 7) 

Finally we show one more relation which we will use 
later. This can be easily obtained through the symmetry 
of the Regge symbol upon the transposition about the 
so-called "opposite" diagonal, i. e. , 

- 11 + l2 + 1 11 -l2 + 1 II + l2 - 1 
II - ml 12 - m2 1- m 
II + ml l2 + m2 1 + m 

1 + m l- m II + 12 -1 
12 + m2 l2 - m2 II - 12 + 1 
11 + ml 11 - ml - 11 + 12 + 1 

(~11 ~2 _1m) 

_ ( t(ll + 12 + m) t(ll + l2 - m) 
- WI -12 + ml - m2) t(ll -l2 - ml + m2) - (Z: -l2»)' 

Some of the above relations have been derived by 
Vilenkin10•11 using group theoretical arguments. 
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(II. 2. 8) 

3. CG coefficients with negative angular momenta 

We derive two relations of CG-coefficients involving 
negative angular momenta through the substitutions 
II - - 11 - 1, 12 - - 12 - 1, 1 - - 1- 1. Our procedure uses 
the symmetries of the hypergeometric functions and the 
final results agree (up to a phase) with Bandzaitis 
et a1. 12 First we apply the Thomae-Dixon symmetry 
[Eq. (n.1. 7)] to the Wigner-Rose expression [Eq. 
(IL 1. 4)] and then carefully recast the hypergeometric 
function into the 3-j symbol. We obtain 

(
- 11 - 1 12 - Z - 1) 

ml m2 - m 

= exp(- i7T/2)(- 1)12+m2(ll 12 1) 
ml m2 -m . 

(n.3.1) 

Next, we use the Thomae-Whipple relation 

r[ 0!123, 0!124, O!125]Fp[O; 4,5] = r[ 0!013, 0!014, 0!015]Fp[2; 1, 3], 

or 

F [a, b, c;] 
3 2 d, e; 1 

_ r(l- b)r(l- e + a)r(l- d + a)r(d)r(e) 
- r(d - c)r(e - c)r(l- s)r(l + a- b)r(l + c - b) 

x [1- b, d - b, e - b; ] 
3F2 l+a-b, l+c-b;l • (II. 3. 2) 

We use this symmetry in the Wigner-Rose expreSSion 
and obtain 

(
-11 - 1 -12 - 1 -1- 1) 

ml m2 -m 

= exp(i7T/2)(-1)11+12- I(ll 12 1) 
ml m2 -m . (II. 3. 3) 

Between these two relations the first one is particularly 
very useful and physical and we will find in Sec. III that 
this relation clearly enables us to express the 0(2,1)
CG coefficients in a very convenient way. 

4. Special cases 

Various special cases of CG coefficients may be 
evaluated using Saalschutz's7 and Minton'sl3 theorems. 
Saalschutz's theorem states that if the parameters of 
3F2 satisfy the condition 1 + a + b + c =d + e (or s = 1) 
th~n the terminating series can be summed as 

F [a, b, c;] = r(d)r(l + a - e)r(l + b - e)r(l + c - e) 
32 d, e; 1 r(l-e)r(d-a)r(d-b)r(d-c) 

(II. 4. 1) 

Thus the Wigner, Racah, and Majumdar forms of CG 
coeffiCients, respectively, satisfy the above condition 
(Saalschutzian) when 1 = 11 + 12 - 1, ml =0 -1 + 1, and 
m1 =11 -1. Minton's theorem states that if the param
eters of the generalized hypergeometric function p+1Fp 
satisfy the condition O!o + 0!1 + ... + O!p == f31 + ... + f3p 
(or s =: 0) then, 

F [0'0, O!t> ••• , O'p; ] 
p+l P f3b f32, .•. ,f3p; 1 

_ r(1- O'o)r(l- 0'1)' •• r(l- 0'1» 
- r(l - (31)r(1- (32)' •• r(l - f3p) 

(II. 4.2) 
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This condition is satisfied by Wigner, Racah, and 
Majumdar forms when 1 =ll +12, m=-l, and ml ==110 
respectively. Some of these special cases are already 
computed through different methods and some of them 
are new, We do not give the final results here since 
they can be obtained by trivial substitutions. 

5. Asymptotic expressions 

There are three important asymptotic expressions, 
The one due to Edmonds3 and Brussard and Tolhock5 

is for large II and 12 but fixed 1 and in this case the CG
coefficient approaches Wigner's 0(3)-representation 
function. In order to demonstrate this we apply the 
symmetry due to Bailey [Eq. (II. 2, 4)J to Racah's ex
pression [Eq. (II, 1. 8)]. We then obtain 

(
11 l2 1) 

ml m2 -m R 

= (_1)2(/2- /1) 

X ~ (1 + m) 1(12 + m2) I (12 -II + 1) I (11 + l2 - m)! 
(1- m) 1(11 -12 + 1) I (11 + 12 -l) 1(12 -11 + m) I 

x F [-l+m, 1+m+1, -ZI+ml; ] 
S 2 -lj+12+ m + 1, -11-12+m; 1 . 

(It 5, 1) 

In the limit, 110 12 - 00 we use Stirling's formula 
x I '" v'2iTxx+1/2e-x and the hypergeometric function sF2 
becomes 2FI apart from some obvious coefficients, 
i. e., 
F[-l+m, l+m+1, -ll+ml ;] 

32 12- 11+ m + 1, -11-12+m; 1 

- Ff- 1 + m , l+m+l; 1 
2 IV2 -11 +m + 1; sin2tt3 ' 

where cost3=ml[ll(ll +1)]-1/2, We then make use of 
Wigner's 0(3)-representation function14 

D~. ",,(a, (3, y) == exp(ima)d~ ",,(1'3) exp(- im' y), 

where 

1 ( (1 + m) I (1 - m) 1 1 "'+m' 
dm. m' (3) == (1 + m') I (1- m') 1 (COS"2t3) 

x (sint 1'3)",-"" P'l'..-;:'. "'+m' (cost3) 

m-m' 1 (l+m)l(l-m /)!)l f2 

=(-1) (m-m')l (l-m)!(l+m')! 

X ( ~«)m+""(· 1.Q)",-m' F [-1 + m, 1 + m + 1;] 
COSZfJ Sln2fJ 2 1 '+1· 21{:J~ , m-m ;sm"2 

(II. 5. 2) _________________________________________J 
6. An application 

and get the well-known asymptotic expression 

( 11 12 1 )"'(_1)12-I -ml(21+1)-1/2d l (13). 
ml m2 -m ",,/1- /2 (II. 5. 3) 

When all the angular momenta are large one gets 
Wigner's formula (modified by Ponzano and Regge15 

and, in the extreme limit 11,12,1- 00, by Vilenkinlo ). In 
order to show thiS, we conveniently use the identityl4 

(
nll n12 nl) (nll nl2 nl ) 
ml m2 - m mf m;: - m' 

== (1/87T2) f
0

2
• fo' f0

2
• D~l.m1(a, {3, y)D~2~m2(a, (:J, y) 

XD::;'m,(a, 1'3, y)da sin{3d{3dy. 

The asymptotic condition of the Jacobi polynomiall6 

limn-" P,:" B(cos(z/n» == (z/2)""J ,,(z), 
n~~ 

where J" (z) is the Bessel function, and the identityl7 

fo ~ Jv(llz)J~(12z)Jv(lz)zl-V dz 

1
2V-IA2V~I(ltZz1)"V[r(V + t)r(tj J-t, 

= If 11 1 -12 1 >:;1 >:;11 +12~ 

0, otherwise, 

where A is the area of the triangle of sides 110 12 , and 
1, and is given by 

o zi z~ 1 
A Z __ ..!... 1t 0 12 1 

- 16 1~ 12 0 1 
1 1 1 0 

After a short calculation, we obtain 

(II. 5.4) 

Finally, the asymptotic expression for 110 12, 1, m 
»11 + 12 - m is given by Akim and Levin. 8 We quote 
their result which may be easily seen from Eq. 
(II.!. 11). 

1 )'" (_ 1)212-I-m(1 + m + 1)/2-"'2 1 
- m (1 -12 - ml) 1 

x (1 +11-12)1 (1 + m)! (1- m)! 
(1 -11 + 12) 1 (- 1 + 11 + 12) 1 

(1 1- ml)!(lz +mz)! )1/2 
x (1+ZI+12+ 1)!(11+ml)!(12- m2)! . 

(II. 5. 5) 

Most of the identities and recursion relations of CG coefficients given above have been much usedl8 to study the 
action of 0(4, 2)-operators on canonical basis. On the most degenerate unitary irreducible representation space of 
0(4,2) one can constructl9 the simplest fermion basis I n/'k) by coupling a spin t with the canonical basis I nlm), n 
being the principal quantum number, and k and m are the magnetic quantum numbers. One gets with appropriate 
normalization, 

(il.6.1) 

where al/2 == ai, a:1 /2 = ai, etc. are the usual creation and annihilation operators. The 3-j symbol above can be very 
easily computed using Eq. (IT. 6. 2). Then, for convenience, one introduces the parabolic basis I nln2m) and expands 
the canonical basis as 
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m;;'O, 

m<O. 
(II. 6. 2) 

After substituting Eq. (II. 6. 2) into Eq. (II. 6. 1) we get, for example m;;. 0 with k" = k ±! (this ±, associated with k 
should not be confused with parity ±), 

Ird"k)= 0 {(_I)~_[(j+kHn~+f_+l»)1/2(1 !(n-l) 1 !(n-l) j-!)+(_I)~+[(j-~)nl J1/2 
n1' "2 (n + J + 2) 2(n2 - n1 + kJ 2(n1 - n2 + kJ - k_ (n + J + 2) 

( 
!(n-l) !(n-l) j-!) I k 1 k) .( 1)1-1/2 

x !(n2 _ n1 + k_) + 1 !(n1 _ n2 + kJ _ (k_ + 1) n2 + -+ ,n1' n1 + -, n2 ± t -

x 6 {(_ 1)~-[(j + kHn.1 +:- + 1)] 1/2 (!. !(n - 1) !. !(n -1) j - !) + (-1)~+[ (j - ~)nl ]1/2 
~."2 n+J+2 2(n2- n1+ kJ 2(n1- n2+ kJ -k_ Un+J+ 2) 

( 
!(n-l) !(n-l) j-! ) I k +k +1 ) 

XlI _ (k_ + 1) n2 + -, n1> n1 - ,n2' 2(n2 - n1 + kJ 2(n1 - n2 + kJ + 1 
(II. 6. 3) 

We then make use of the Regge symmetry, 

( l1 l2 l )=(_1)/1+/2+/(l2 l1 l) 
m1 m2 - m m2 m1 -m 

(II. 6. 4) 

and the recursion relation given by Eq. (II. 2. 7) to obtain, 

(II. 6. 5) 

The upper state is for k_;;' 0 and the lower one for k_ < O. The basis I nj=k) as given by Eq. (II. 6. 5) is extremely 
useful in practice, especially in evaluating form factors and structure functions. 20 

111.0(2, 1)-REPRESENTATION FUNCTIONS 

1. General expressions 

Bargmann21 was first to study in detail the single
valued, nontrivial, infinite dimensional, unitary, irre
ducible representations of the pseudounitary group 
SU(I,I) [two-to-one-homomorphic to the noncompact 
orthogonal semisimple group SO(2, 1)] and the corre
sponding representation functions in the basis in which 
the compact subgroup SO(2) of SO(2, 1) with its dis
crete spectrum was diagonal. After nearly twenty 
years different authors22 worked out the representation 
functions in the basis in which the noncompact genera
tor of the SO(I, 1) subgroup of SO(2, 1) with its continu
ous spectrum was diagonal. In this section we plan to 
study some of the important properties of these rep
resentation functions. 

The representation function for the discrete D;
representation of SO(2, 1) due to Bargmann is 

V~,n(O!' {3, y) =exp(- imO!)V,!n({3) exp(- iny), 

where, for m;;. n 

k _ 1 (m-k)!(m+k-l)I)1/2 !. m-n 
Vm,n({3)- (m-n)! (n-k)!(n+k-l)! (tanh 2 fJ) 

X(cosh~fJ)-2n F [k - n, 1 - n - k.; 1]' (III 1 1) 
~ 2 1 1 + m - n; - smh2

2{3 . . 

Taking 
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x = 1- 2 tanh2!{3, !(x - 1) = - tanh2!fJ, 

!(x + 1) = 1/ cosh2!{3, 

and introducing the Jacobi polynomial16 

we get, 

V~ ({3)_(n-k)l(m+k-l)!)1/2(t nh!.(3)m-n 
m,n - (m-k)!(n+k-l)! a 2 

(ill. 10 2) 

where 

with Pt·v(x) = 1. Since (n - k) is always a positive in
teger we can use the identity1 

Fr-a, b;] 
2 1Lc; z 

_ (a+b-l)!(c-l)1 a [-a,l-a-C;] 
- (a + c - I)! (b -I)! (- z) 2

F
t 1- a - b; l/z ' 

and obtain from Eq. (III. 1. I), a more symmetric form 
(m;;.n), 
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k 1 [(m + k - 1) ! (n + k - 1)!] 
V"" ,,(f3) = (- 1 r-k 

(2k _ 1) I (m _ k) I (n - k)! 

(t h I r-<)m+"( h" R)-2k F [k - n, k - m; ] 

The latter condition may be used to compute V~,,({3) for 
m < n and furthermore from Eq. (III. 1. 1) we have 
immediately 

x an 2,., cos 2,., 2 I 2k; _ 1/ sinh2if3 . V!. ,,(f3) = V~~~(f3). 

(III. 1.3) 

One can easily see from the above equation, and be
cause (n - m) is an integer, that 

Equation (III. 1. 4) is in fact, the property of Jacobi 
polynomials, viz., p~ ~(x) = (- 1)P Pp"'~'"(- x). Also from 
Eq. (III. 1. 3) one can easily conclude that for large val
ues of {3 the 0(2, 1)-function behaves as, 

V~, ,,(f3) = (- 1)"-mV~m(f3) = (- 1)n-mv~" (- (3). (III. 1. 4, V~, ,,({3) - (coshi{3)"2k. (III. 1. 5) 

2. Special values and identities 

In order to compute special values of 0(2, 1)-representation functions, we conveniently use Eq. (III. 1.2). Below 
we give those which are much used2o : 

V.:. I , I (f3) = -In + 1 (tanhif3)"(coshif3r2, 

V;+1,2 ((3) = Un + 1//2) (n - 2 sinh2i(3)(tanhif3),,-1 (coshim-4, 

V"~I, 3(f3) = (..J n + 1/ v'3)Hn(n - 1) - 3n sinh2if3 + 3 sinh4if3](tanhif3),,-2(coshif3)"6, 

V"~I, 4(f3) = (-In + 1/2)[tn(n - 1) (n - 2) - 2n(n - 1) sinh2if3 + 6n sinh4i{3 - 4 sinh6if3](tanhif3),,-3(coshi{3)"8, 

V;+I, 5(f3) = Un + 1/ v'5)[ f4n(n - 1)(n - 2)(n - 3) - t n(n - 1)(n - 2) sinh2i{3 + 5n(n - 1) sinh4i{3 

- 10n sinh6i{3 + 5 sinh8i{3] (tanhi{3)n-4(coshi{3)"lo, 

V,,2+I,2({3) = (1/v'6)[n(n + 1)(n + 2)]1 12 (tanhi{3),,-1 (coshi!3)"4, 

V;+I, 3({3) = (1/ .f24)[n(n + 1)(n + 2) ]1/2[ (n - 1) - 4 sinh2i{3](tanhi!3)"-2(coshif3r6, 

V;+1,4(!3) = (1/ .f6Q)[n(n + 1)(n + 2)]1 /2[t(n - 1)(n - 2) - 5(n - 1) sinh2i!3 + 10 sinh4i{3] (tanhi{3)n-3(coshif3r8, 

v,,3+s, 3(13) = (l/v'I20)[ (n + 1)(n + 2)(n + 3)(n + 4)(n + 5) ]l/2(tanhi{3)"(coshif3r6, 

V ,!+;?2, I /2 (f;i) = (tanhi!3r(coshi!3)"l, 

V"I/th 3 /2 ({3) = (n - sinh2i!3)(tanhifJ)"-I(coshiW3, 

v,!/th 5 /2({3) = [tn(n - 1) - 2n sinh2i{3 + sinh4i{3] (tanhif;i),,-2 (coshiW5 , 

V,,3/t?2,3/2({3) = (1//2)[n(n + 1)]112 (tanhi!3)"-1 (coshif:J)-3, 

V,,3/t?2,5/2 ({3) = (1/ f6)[n(n + 1 )]112[ (n - 1) - 3 sinh2i!3] (tanhi!3),,"2 (coshif:Jr5, 

V,,3+~?2,7 /2 ({3) = (1/ Y12)[n(n + 1)]1I2[i(n - 1)(n - 2) - 4(n - 1) sinh2if:J + 6 sinh4i{3 ](tanhi{3)"-3(coshi{3r7
• 

Furthermore, from the recurrence relations 7 

(a - c + 1) 2FI + (c - 1hFI[b -1; c -1] - a(1- zhFI[a + 1] = 0, 

(b - c + 1hFI + (c -1hFI[a-1; c -1] - b(1- z)zFI[b + 1]= 0, 

c zFI - az zFI[a + 1; c + 1] - C zFI[b - 1] = 0, 

C zFI - (c - b)z 2FI[a + 1; c + 1] - c(1- z) zFI[a + 1] = 0, 

(1 - b) zFI + (b - chFI[b - 1] + (c - 1hFI[b - 1; c - 1] = 0, 

c 2F I - bz 2FI[b + 1; c + 1] - c zF I [a-1]=0, 

c(c - 1hFI - c(c - 1) 2FI[c - 1] + abz 2FI[a + 1, b + 1; c + 1] = ° 
and Eq. (III. 1. 1) we obtain the identities 
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(m - k)1I2 V~, ,,({3) = (n + k)1I2 sinhi{3V~:Ht"+1 /2(f3) + (n - k)1I2 coshi{3v~:l~t ,,-11 2 ({3) , 

(m + k - 1 )112 V~, n({3) = (n - k + 1)1 /2 sinhi{3V~:H~. n+1 /2({3) + (n + k - 1)1 /2 coshi{3V~:l~t n-1/2 ({3), 

(m + k)1I2 V~, ,,({3) = (n - k)I/2 sinhi{3V~;l ~~, ,,-ld(3) + (n + k)I/2 coshii3V~;l ~t "+112 ({3), 

(n - k)1I2 V~ n({3) = - (m + k)I/2 sinhi{3V~;U~, ,,-1Iz(f3) + (m - k)1 /2 coshii3v~:l ~~, ,,-112(f3), 

(n + k)1I2 V~, n({3) = - (m - k)1 /2 sinhii3V~:i ~~, n+1/2 ({3) + (m + k)I/2 coshii3V~:U~, n+1 /z({3), 

(m - k + 1)112 V~ ,,({3) = (n + k - 1)(n + k)1 /2 sinhi{3V~:lf~, ,,-ld(3) + (n - k + 1)1/2 coshii3V!:Ht ,,+1 /2(/3), 

(m - n)V~n(/3) = [{m - k)(m +k -1)J1/2tanhii3V~_I,n (/3) + [(n- k)(n +k _1)]1/2 tanhi{3V~n-I({3)· 
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These identities are very useful to express the 0(4, 2) amplitudes20 in a much simpler form. 

We then use the famous Burchnall-Chaundy multiplication formula, 2S 

F[a, b;] F ra', b
l
;]_ is (a)f(b)t(c')t xt 

21 e; x 2 1 Le'; x - t.o tl(e)t(e+e'+t-l)t 

XsFJa l
, 1- e- t, - t;] of/b', 1- e - t, - t;)2Fl ra+ a' + t, b + b' +t;] • (ill. 2. 4) 

le', 1 - a - t; 1 " Le', 1 - b - t; 1 lc + e' + 2t; x 

Substituting Eq. (ill. 1. 3) in the above, we get [note that we have used square brackets as in Eq. (II. 1. 2)] 

V Pt ({3) V P2 ({3) = t [- Pl - P2 - (Pt + P2) - TJ [- Pl - pz - (Pt + P2) - T] V Pl+P2+T ({3) (ill. 2. 5) 
"l· V l "2' V2 1'=0 III iJ.z iJ.l + iJ.2 1'1 1'2 1'1 + 1'2 "1+"2' "1+V2 ' 

where the SO(2, 1)-CG-coefficient24 is 

r-Pl -P2 -(Pt+P2)-T]= (Pl-iJ.l+ T- 1)1 sF/P2 -iJ.2, 1-2PI- T, -1 T;] 
Llll iJ.z iJ.l + iJ.z (Pl-iJ.l- 1)1(2P2- 1)! L2P2,1-Pl+iJ.1- T; 

x (2P1 + 2pz + 2T-1) I (2pz + T-1) I (2pl + 2pz + T- 2)! (iJ.l + Pl -1)1 
T! (2Pt + T-1)! (2Pl + 2P2 + 2T- 2)!(iJ.l - Pl)! (iJ.2 - pz) I 

(iJ.z + pz - 1) I (I.Lt + Ilz - Pl - pz - T) 1 
X 

(Ill + 112 +Pl +pz+ T-1)1 
) l/Z. 

If we define, as in Eq. (II. 1. 2), that 

[
-Pl -pz -(Pl+P2)-T]=(_1)P2-Pl+"t+"Z[_(2Pl+2Pz+2T_1)]1/Z(-Pl -pz -(Pl+PZ)-T) 
III Ilz III + Ilz III IJ.z - (iJ.l + IJ.z) , 

then the 3-j symbol 

(
Pl pz Pl + pz + T) 
III IJ.z - (1J.1 + Ilz) , 

(ilL 2. 6) 

(ill. 2. 7) 

upon substitution of Eq. (II. 1. 9) into Eq. (ill. 2. 6), reduce to the Wigner form [Eq. (II. 1. 4)] since the parameters 
of 3FZ in Eq. (III. 2. 6) are integers. Also, the SO(2, 1)-CG-coefficients satisfy the usual orthogonality relation, 
for example, 

L..t - OTT" " [- Pl - pz - (Pl + pz) - TJ [- Pl - pz - (Pl + pz) - T' ] _ 
"l'''Z 1J.1 IJ.z 1J.1+fJ.z fJ.l iJ.z 1J.1 + Ilz 

(III. 2. 8) 

Furthermore, for the evaluation of the 0(4, 2)-transition amplitude between the ground state and an arbitrary state, 
one needs only three special values of the SO(2, l)-CG coefficients. These can be computed by using Eq. (n. 4. 2). 
We give here the results: 

[
- Pl - pz - (Pl +pz)J= (2Pl + 2pz -1)(2pl +2pz - 2)1 (fJ.l + Pl -1)! (fJ.z +pz-1)! (Ill + Ilz - Pl- pz)!) l/Z 
III Ilz Ill+fJ.Z '\ (2Pl- 1)1(2pz-1)1(iJ.1-Pl)!(iJ.z-Pz)!(lll+llz+Pl+Pz-1)! ' 

- (Pl + pz + 1)J _ (2Pl + 2pz + 1)(2pl + 2pz - 1)! (Ill + Pl - 1) I (fJ.z + pz - 1) I (Ill + Ilz - Pl - pz - 1) !)2(P ) 
III + Ilz - (2Pl)! (2pz) I (Ill - Pl)! (fJ.z - pz) I (fJ.l + Ilz + Pi + pz)! 11lz - PzfJ.l , 

[- Pl - pz 
III Ilz 

and 

[- Pl - pz 
fJ.l }.J.z 

- (Pi + pz + 2)J = ~ (2P1 + 2pz + 3)(2pl + 2pz)1 (IJ.j +Pl-1)! (fJ.z +pz -1)1 (fJ.l + Ilz - Pl- pz - 2)1)1/Z 
III + Ilz f2 (2Pl + 1)! (2P2 + 1) !(iJ.l - Pl)! (iJ.z - pz)! (fJ.l + IJ.z + Pl + pz + 1) I 

x[(fJ.l- Pl)(fJ.l - Pl -1)2pz(2pz + 1) + (Ilz - pz)(fJ.z - pz -1)2Pl(2pl + 1) 

- 2(}.J.l - Pl)(}.J.Z - PZ)(2Pl + 1)(2pz + 1)]. (ill. 2. 9) 

Finally we give an important result derived by using successively the symmetries given by Eqs. (II. 2. 8), (II. 4. 4), 
(II. 3.1), and again (II. 2. 8) in Eq. (ill. 2.7): 

[
-Pl -pz -(Pl+PZ)-T]==(_1)Z"1+"Z-SP1+1-T[t(fJ.l+fJ.2-Pl+Pz-1) t(fJ.l+ Il Z+Pl-Pz-1) Pl+Pz-1+T]. ( 210) 
fJ.l fJ.z fJ.l + fJ.z "2(iJ.j - iJ.z + Pl + pz - 1) 2(fJ.l - Ilz + Pl + pz -1) Pl + pz -1 III. . 

This relation is very crucial because it shows that the 0(2, 1)-CG coefficients are proportional to the coefficients 
in the expansion in Eq. (II. 4.2). 

3. A simple application 

Explicit evaluation of matrix elements of 0(4,2) group generators19• Z5 between the so-called titled physical states 
involves the computation of matrix elements of finite Lorentz transformations between those states (see Sec. IV, 
Part 3). In the latter case one frequently encounters a product of two SO(2, 1)-representation functions such as 
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V<iAI+I)/2 (Q)V~IAI+I)/2+6 ( ) ni+<iAI+I)/2'"1+(IAI+1)/2 tJ "2+(IAI+I)/2+IOI,~+(lAI+I)/2+IOI - {3 , 

and another one with the replacements {3 - - {3, nf -n~, and nl -n2' Here nl and n2 are parabolic quantum num
bers and are restricted by the condition nl + n2 == n - I A I - 1 (0"" nl "" n - I A I - 1). For the spin- 0 case A == m and 
0==0 and for spin t, A == k. == k - ! (k is the spin! magnetic quantum number) and 0 == + ! when k. ?- 0 and 0 == - ! when 
k. < O. This 0 is in fact one of the two numbers18 that characterize the Casimir invariants of the subgroup 80(4) of 
SO(4, 2) and specifies the particular representation. From Eqs. (ill. 1. 4) and (ill. 2. 5) we obtain, 

vn~'N,W!t~ /2, "1+( IA 1+1) /2(f3) V ~~WH4W2+16I'~+( IAI+I) /2+161 (- (3) 

==(-1)"':!·"2 2;[ -!(IAI +1) -!(lAI'+l)-o -(IAI +1+0+T)] VIAI+l+6+T (Q) 
7"=0 nf+!(IAI +1) n~+WAI +1)+ 101 n'+ 101 "+IOI,n+IOI tJ 

X[-!(IAI+l) -!(IAI+l)-o -(IAI+l+Ii+T)] 
nl+!(IAI+l) n2+!(IAI+l)+lol n+lol • (ill. 4. 1) 

With Eq. (ill. 2. 10), the above equation becomes, 

V (IA 1+1) /2 (Q) V (lA 1+1> /2+6 ( Q) 
"1+(IAI+I)/2'"1+(lAI+I)/2 tJ "2+<iAI+I)/2+15I, "2+!lAI+I)/2+161 - tJ 

-2; IAI+l+6+T [!(n'-l)+!(O+IOI) !(n'-l)+!(lol-o) IAI+O+T] 
- 7"=0 V"+15I,"+161(f3) !(nf-nf+ IAI)+!(o+ 101) !(nf-n~+ IAI +!(o-Iol) (IAI +0) 

[ 
!(n-l)+!(o+lol) !(n-l)+!(lol-o) IAI+O+T] 

x !(n2- nl+ IAI)+!(o+ 101) !(nl- n2+ IAI)+!(o-lol) (IAI +0) • 
(ill. 4. 2) 

Similarly, 

V( IA 1+1> /2+6 (Q) V (IA 1+1> /2 ( Q) 
"1+(IAI+1l/2+16I'"1+(IAI+1)/2+151 tJ "2+(IAI+l)/2'''2+(lAI+1>/2 - tJ 

-6 IAI +1+6+T r !(n'-l)+!(lol-o) !(n'-l)+!(lol+o) IAI+O+T] 
-'-"0 V"'+15I,n+151(f3)L!(nf-nf+ IAI)+!(o-lol) !(nf-nf+ IAI)+!(o+ 101) (IAI +0) 

[ 
!(n-l)+!(lol-o) !(n-l)+!(lol+o) IAI+Ii+TJ 

x !(n2- nl+ IAI)+!(Ii-lol) !(nl-~+ IAI +!(o+ 101) (IAI +0) , (III. 4. 3) 

with 

0 '" '" M' {n' - I A I - 1 + 101 - o} ~ T~ zn 
n-IAI-l+lol-o' 

If we square the above and sum over (ntJ n2) and (nf, n2) then, because of the orthogonality relation Eq. (III. 2. 8) we 
get [from Eq. (lIT. 4. 2)], i. e. , 

6 2; I V(IAI+l)/2 (Q)V(IAI+l)/2+6 ( Q)12 
1Il.of. "1+<iAI+1>/2'"1+(IAI+I)/2 tJ ~+<iAI.1>/2.10I'''2.(lAI+1)/2+151 - tJ 

"1'"2 I' '-l 

== 6 V J!I;t~:T51 (f3) V:t+11~11:5;:161 (f3), 
T=O 

(III. 4. 4) 

and a similar expression from Eq. (ill. 4. 3). 

IV. THE O(4)-REPRESENTATION FUNCTION 
1. Definition and general expressions 

The 0(4)-representation functions were first studied by Dolginov and Biedenharn26 and later by many authors. 27 
The well-known fact that the group 0(4) is locally isomorphic to 0(3)00(3) enables one to define the representation 
function in the simple form 

D,[,+,,'"l(a)== 0[it h jJ[jl h j']exP[-ia(m1 -m2)] (IV. 1. 1) 
, ,m ml ml m2 m ml m2 m ' 

wherej andj' correspond to the angular momenta belonging to the two rotation groups andj+==jl +h, j.==jl-j2. 
Whenj+ (andjJ is an integer andj.==O, one gets self-conjugate (spin-O) representations and whenj+ (andjJ is half
integer andj_==±t, one gets two-valued (spin-!) conjugate representations. Following Strom's elegant method of 
differential operators in the group parameters, one obtains the following four ladder operators: 

908 

K.(j')Dj;r,',;;l(a) == K(j')Dj;yft:~(a), 

[K.(j') ==K+(- j' - l)]Dj;'p,{;;l (a) = K(- j' - l)Dj;j:!t:~(a), 

L+(m)D~Jl.',;;](a) = A (m)Dj;jl,'';;!l (a), 
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(IV. 1. 5) 

where 

K( 0,)_(L_ 2 o, t ~_2im(j++1)j_ t + 1 [0 /(0'+1)-0(0+1)]+[0(0 +2)-20,(0'+1)+02+ 2]) 
+ J - d 2 'oJ co ad (0' + 1) co a ~ J J J J J. J. 'oJ J J_ m , a a J sm a 

L.(m) ==(d
cP 

2 + 2(m + 1) cota dd + 2m coea + 2i(j. + 1)j_ cota + + [2m2 - j'(j' + 1) - j(j + 1)] + [j.(j. + 2) +j2 - m2]), 
a a SIn a -

K(j') = - 2i cota[1/(j' + 1)][ (2j' + 1)/(2j' + 3)]1/2((j' + m + 1)(j' - m + l)(j' + j_ + l)(j' - j_ + l)(j. +j' + 2)(j. _ j,)]112 

I\(m) = - 2 cota(l/sina)[ (j - m)(j + m + 1)(j' - m)(j' + m + 1)]1/2. 

If we redefine the ladder operators as, 

K~(j') == K-1(j')K+(j'); L~(m) = 1\ -l(m)L.(m), 

K~(j') ==K-1(_ j' -l)Kjj'); L~(m) =1\-1(_ m)L.(m), 

then, the function Dj!jl/,;;) (0') will satisfy the following two fourth-order differential equations, 

[K~(j' + l)K~(j') - ] Dj!jJ/~l(a) == 0, [L!(m + 1)L~(m) - 1] D~jJ/,;;)(a) = O. 

The solutions of these equations will give the general expression for D]1jl,',;;l (a). 

From Eqs. (IV. 1. 2)- (N. 1. 5), we get, 

[-i!£. + m(j++1)j-]D[J'H /-J(a)=a(Jo ')D[J+:/_J (a)+a(-Jo '_1)D[J'H!-J (a) dO' j'(j'+l) i,r,,,. 1,1+1,,,. i,rl,,,. , 

[sinO' d~ + cosO! + ~ (j+ + l)j _ sinO!] Dj;p,',;;J(a) = b(m)Dj;~.'';;!l (a) + b(- m)Dj~p,'';;!l(a), 
where 

a(j') == {[(j '+ 1)2(2j' + 1)(2j' + 3)]·1(j1 + m + 1)(j' - m + l)(j' + j_ + 1)(j' - j _ + 1)(j + +j' + 2)(j+ - j')}i/2, 

b(m) == - (l/2m)[(j - m)(j + m + l)(j' - m)(j' + m + 1)]1/2. 

Whenj' = m, Eq. (IV. 1. 7) becomes 

[-i!£. + (j.+1)j_] DtJ .. J-l(a)==a(m)D[J .. J-J (0') 
dO' (m + 1) i,m,,,. i,m.1,,,, • 

Furthermore, from Eqs. (IV. 1. 3), (IV. 1. 7), and (N.1. 8), and taking m - m + 1 and thenj' == m, we obtain 

D[J .. J.J a ___ i_( (j+m+1)(j-m)(2m+2)(2m+3) )1/2DU .. I • J(a 
i,m+l,m.l()- 2sinO! (m-j_+l)(m+j_+1)(j.-m)(j++m+2) i,m,m)' 

(IV. 1. 6) 

(N.1. 7) 

(IV. 1. 8) 

(IV. 1. 9) 

(IV. 1. 10) 

The Eq. (IV. 1. 6) is in general very hard to solve. But for the case j' == m, the fourth order equation becomes a 
second order differential equation, 

(dd
2

2 + 2(m + 1) coto! dd + 2i(j. + l)j_ cota + ~ [m(m + 1) - j(j + 1)] + [j.(j. + 2) +i: - m(m + 2)])DjJ~i,;;)(a) == O. 
a O! Sln O! ' , 

To solve this equation we substitute t==exp(- 2iet) and 

D~:.',;;J(a) = fP(1- t)"B ~;;,',;;}(t). 

After some trivial steps we obtain, 

(t(l- t) :t~ + [I" - (1 + 0" + (:3/)t] :t - a'{:3') B~;:/,;;J(t) = O. 

where, 

y'=2p-m, P=={Pt>P2}, U={Ut> U2}, a'=p+u+!(m+j++i.+2), 

(:3' =P +17 + t(m - j.- jJ, Pl = t(m +j+ - i- + 2), P2 = !(m - j+ +jJ, 

al ==j - m, 172 == - j - m-1. 

Eq. (N. 1. ll) is the well-known hypergeometric equation and its solution bounded for t= 1 is 

D]1:,',;;J(a)=f
P
(1- t)"2Fl [r~ ::~{:3' -1"; 1- t1· 

According to the values of p and 17, there are four such solutions: 
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(p a)-u =t(m+Jo-J_+2l/2(1_t)J-m F[jO+j+2, -j_+i+ 1;] 
1> 1 11 2 1 2j + 2; (1- t) , 

(p a)-u =t(m+Jo-J_.2l/2(1_t)-J-m-l Frj.-j+l, -j--j;] 
1> 2 12 2 1 L- 2j; (1 _ t) , 

(p a )-u =:t(m-Jo+J_l/2(1_t)J-m F[-jO+j, j_+j+l;l 
2, 1 21 2 1 2j + 2; (1- t) J ' 

(p a)-u =:t(m-J+oJ_l/2(1_t)-J-m-l F[-j.-j-l,j_-j~ 
2, 2 22 2 1 _ 2j; (1 - t) J . 

Among these four only two solutions are linearly independent, since Euler's identity, 7 

F [a, b;] = (1- Z)c-a-b F rc - a, c - b;] 
2 1 c; Z 2 1 Lc; z ' 

implies that U21 =ul1 and u12 ==u22' Therefore the general solution may be written as 

D[J .. J_l(Ci)=A t(m+J+-J_o2l/2(1_t)J-m Frj:+j+2, -j_+j+l;]+A f(m oJo-J_+2l/2 (l_f)-J-m-l F [j+-j+l, -j_-j,] 
J,m,m 1 2 l2J+2; (l-t) 2 21 -2j; (I-t) . 

But if all the parameters of the above hypergeometric polynomials are integers [this is certainly the case for 0(4)J 
then one can use the identity? 

r(a)r(b) F ra, b;]_ r(a-c+l)r(b-c+l) F ra-c+1, b-C+l;] 
r(c) 2lLc;z - r(2-c) 21L2-z;z ' 

to obtain 

DU .. J-](Ci)=NJ(J· J' )t(m+Jo-J_.2l/2(1_t)J-m F rj++j+2, -j_+j+l;] 
i,m,m m ., - 2 lL2j+2; (I-f) • (IV. 1. 12) 

In order to evaluate the overall normalization N~(j +,j.) we, for convenience, first transform the above equation 
using Euler's identity and then use the relation7 (a is negative integer) 

F [a, b;] _ r(c - b - a)r(c) F [a, b; ] 
21 c; Z - r(c-b)r(c-a) 2 1 b-c+a+l; l-z ' (IV. 1. 12') 

and get 

D~J .. J_l(Ci) =NJ(J' J' )t(m-Jo+J_l /2(1_ f)J-m{ r(2j + 2)r(j+ - j- + 1) F [- jo +j, j + j- + l;J} 
J,m,m m 0, - r(j-j_+l)r{j++j+2)2 1 _j.+j_; t . 

Then we use the fact that at t = 1 (Ci = 0) the 0(4)-function, by definition, satisfies the condition Dj;:;;,J,nl(O) = 0Jm' 
With this condition and the Gauss's identity? 

F [a, b~ _ r(c)r(c - a - b) 
2 1 c; 1 J - r(c - a)r(c - b) , 

we compute N:;.{jo,j.). Then we repeatedly use Eq. (IV. 1. 10) to get the general normalization N~(j+,j.). With this 
normalization finally Eq. (IV. 1. 12) becomes, 

D[J .. J_l(Ci) = (2i)J-m exp[- i(J' +J' -J' + 2)Ci](sinCi)J-m F J. J , J_ J , . ~. +. + 2 -' +. + l' J 
J,m,m + - 2 1 2f + 2; (1- exp(- 2iCi» 

j r(j - j_ + l)r(j +j_ + l)r(j. - m + l)r(j+ +j + 2)r(j + m + 1)r(2m + 2)(2j + 1) )1/2 
"'\f(m - j_ + l)r(m +j_ + l)r{j. - j + l)r(j+ + m + 2)r(j - m + l)r (2j + 2)r(2j + 2) , (IV. 1.13) 

or 

(IV. 1. 14) 

The above formulas may also be derived directly from the definition of 0(4)-functions (Eq. (IV. 1. 1)]. In this case, 
for the CG-coefficients, one uses conveniently Racah's expression [Eq. (IT. 1. 8)] since the 3F2 of this expression 
becomes a bilateral series for j' = m and can be summed using? 

F [a, b; 1 == r(c)r(d)r(l- a)r(l- b)r(c + d - a - b -1) 
22 C, d; 1 r(c-a)r(d-a)r(c-b)r(d-b) . 

Then one has to manipulate28 carefully the many gamma functions (including the ones from the other CG-coeffi
cient) , recast the summation into a hypergeometric function 2Ft> and use the Euler's identity and Eq. (IV. 1.12') to 
arrive at the desired result. The simplicity of the method we have used (due to Strom) enables one to obtain easily 
the above results [Eqs. (IV. I. 2)-(IV.1.14)] which are not immediately seen from Eq. (IV. 1. 1), Furthermore, in 
order to obtain a general expression for Dj;jl,',;;l(Ci) one may try to solve the fourth-order differential equation given 
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by Eq. (IV.l. 6) or iterate Eq. (IV. l. 13) using the recursion relation given by Eq. (IV.l. 7). In either case it is 
necessary to introduce new higher order polynomials which, in principle, should be reduced to the product of two 
3F2 hypergeometric functions. The later can be easily obtained by substituting, say, Eq. (IT. 1. 4) in Eq. (IV. l. 1). 

Du i.]( )-A/" (jt- mt)!(j+h+m1}!(j/-jz+ml)! [_ '( _ )] 
J jS m a - LJ (j ) ! (j ) ! ( , ) ! exp z ml m2 a , , ml 1 + ml 2 + m2 12 - m2 

x F [-j-m, -j+it-j2, it- ml+ 1;] F [-jl-m, -j'+jl-jz, it- ml+ 1;] 
3 2 it - jz - m + 1, - j - jz - m1; 1 3 2 it - j2 - m + 1, - j' - j2 - ml; 1 ' (IV. 1. 15) 

where 2it=j++j., 2jz=j+-j., ml+m2=m, and 

, _ (' _' _ )! (j +it -h}l (j' +it -h)! (-j +h +jz}l (-j' +h +h)! (j - m)! (j' - m)! (2j + 1}(2j' + 1) )1/2 
A - h 12 m (j-it+jz)I(j/-it+h)!(j+it+jz+1)!(j'+it+j2+1)!(j+m)!(j'+m)! • 

However, for j.=O Vilenkin21 (beware of his notations) has given an integral form for D~1j;.o~(a). 

Next we quote two expansion formulas of Strom. 21 Using them and Eqs. (IV. 1. 2)- (IV. 1. 5) one can derive many 
other recursion relations, i. e. , 

(j + +j. + l)(j + - j. + 1)(2 cosa)D~:j:/,;;](a) 

= a'(J' )DUj~l, i.l(a) + a'(J' - l)D[J+·lti·](a) + b/(J' )Du" J·+1l(a) + b'(J' _ l)D[i'\O i··ll(a) 
+ i,. Pn + J. i', m - it i., m - it J\m , 

(j + +j. + l)(j + - j. + 1)(- 2i sina)D~~/,;;](a) 

=J' [al(J' )D [J++l.J.] (a) - a'(J' _l)DU+;l,i·](a)] + (J' + l)[b'(J' )Du .. J·+1](a) - b'(J' _l)DU .. i ··1J(a)] - + J. j', m. + J. J ,m ... - it 1', m - it}'. m , 

(j+ +j. + l)(j+ - j. + 1)(2i sina)D~j~,;;](a) 

= c'(j+,j/)D~j:!I.',;;](a} - c' (- j + - 2,j/)D~j;+1.',;;](a) - dl(j.,j/)D~11!r,';!](a) - d' (- j.,j')D~!jl!l:·~](a}, 

(j+ +j. + 1)(j+- j. + 1)(- 2i sina)D~i'/,;;](a) 

(IV. l. 16) 

= - c'(j., - j' - 1}D~j:.l{.',;;](a} + c'(- j+ - 2, - j' - 1)DJ~:F.l{.',;;](a) 

- d'(J' -J" - l)D[i..,J.+l](a) - d'(-J' -J" - l)D[iU i •• ll(O!) 

(IV. 1. 16') 

., i,i"·1,m ., i,i-1,m, 

where 

'(')_[(j +'+2)(' -'+1)(' +"+2)(' _"+1)]1/2 b'(')-[('+' +1}('-')("+' +1)("_')]1/2 a J+ - + J J+ J J+ J J. J ,J. - J J. J J. J J. J J. , 

c'(j+,j') =(2j' + 3)(j' ~2~: ~~(jl + m + 1) (j+ +j + 2)(j+ - j + l)(j+ + j' + 2)(j+ +j' + 3)(j' +j. + l)(j' _ j. + I)yn, 

d'(' ")-( (2j'+1) (' +'+1)(' ')(' +"+2)(' ")("+' +1)("+' +2»)1/2 J.,J - (2j'+3)(j'-m+I)(j'+m+I) J. J J-J. J+ J J+-J J J. J J. • 

Using the first of Eq. (IV. 1. 16) and Eqs. (IV. 1. 16'), we can derive the following two very useful recursion 
relations: 

w. -j)(j+ +j + I)]1/2Dl'jl,O~(a) 

== [(J' -J"}(j +J" + 1)]1/2 COSO!D[i.-lr Ol(O!) + i(U' + m + I)(j' - m + l)(j + - f)(j. - j' + 1»)1/2 
• + i,J',m (2j' + 1)(2j' + 3) 

XSiMDu+;l,Ol(O!) +i lu' - m)(j' + m)(j. +j')(j. +j' + ~»)1/2 sinO!Du+.IJOl( ) 
J,J +I,m ~ (2j' + I)(2j' -1) iri'· ,m O! , 

[(j+ +j + 2)(j + - j + I)]1/2Dl'jl,O~(0!) = [(j + + j' + 2)(j + _ j' + 1)]1/2 COSO!Dj;j~l,;.Ol(O!) (IV. 1. 16") 

_ ,(j'-m+I)(jl+m+I)(j++j'+3)(j++j'+2»)1/2
, DU++I0J() 

Z (2j' + 1)(2j' + 3) SInO! i,i'+{,m O! 

_ i(j' -m)(j' +m)(j+- j' + 1)(j+-j' + 2»)1/2 sinO!DU++l{Ol( ) 
(2j' + I)(2j' -1) i,i'. ,m O! . 

The first relation has been derived by Vilenkin27 using a recurrence relation of the Gegenbauer polynomial. 

Finally we derive an important and new recursion relation for the CG·coefficients, by substituting Eq. (IV. 1. 1) 
into Eq. (IV. 1. 7) and simplifying 

[ (m1 - m2) + m9+, + I)jJ [it j2 j J + [(j + m + l)(j - m + l)]1!2 y'(j + 1) [it h j + I] 
J(j+1) j ml m2 m ml m2 m 

+ [(j + m)(j - m)]1/2Y'(j)[it h j -IJ == 0, (IV. I. 17) 
ml m2 m 

where, 
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, . _.! (j2 _ j~)(j+ + 1)2 _ j2]) 1/2 
Y (J)- j (2j + 1)(2j -1) . 

Whenj_=O (it =j2), we obtain, 

(m1 - m2)v2j + 1 (it it j ) + {5' (j)(it 
m1 m2 - m rn1 

j-1) =0 
-m ' (IV. 1. 18) 

where 

O'(j) = [(j + m + l)(j - m + 1)(2j1 +j + 2)(2it _ j)]1/2. 

2. Special cases 

When j _ = 0 (j +,j , m are all integers), we use the quadratic transformation, 7 

F fa, b;J- ( -4/2 [a, 2b - a; ] 
2 1l2b; Z - 1-z) 2F1 b+i; _t(1_zr1/2(1_(1_z)1/2]2 , 

the definition of the Gegenbauer (ultra spherical) poly nomial17 in terms of the hypergeometric polynomial, 

v r(n+2v) f-n, n+2v; ] 
Cn(z) = r(n + 1)r(2v) 2F1 Lv + i; i(1- z) , 

and the Legendre's duplication formula 

r(~)r(2n + 2) = 22nr(n + ~)r(n + 1), 

in Eq. (IV. 1. 13) to obtain, 

U ... Ol( )_'J-m Jv'21TI' (r(m+~)r(j+-m+1)r(j+-j+1)r(j+m+1) )1/2 . -m J+1 
DJ,m,m a -t 2 2J+1r(J+1) r(%)r(j++m+2)r(j++j+2)r(j-m+1)r(m+1) (sma)! CJ+_J(cosa). 

(IV. 2.1) 

(IV. 2. 2) 

(IV. 2. 3) 
This expression exactly agrees with the one derived by Vilenkin27 by a different method. Furthermore, from Eq. 
(IV. 1. 9) we get 

DU ... 01 (a)=-/ (2m+3) )1/2!!.-DU .. Ol(a 
J,m+1,m \(j+ + m + 2)(j+ _ m) da J,m,m ), (IV. 2. 4) 

where the identity 

:a C~(cosa) = - 2v sin a c:;:l (cosa) 

has been used. 

Whenj_=+i and - i (j., j, m are all semi-integers), we adopt the same procedure as in the previous case ex
cept that before we apply the quadratic transformation we use the following two recurrence relations7: 

The final results are 

D;;::/~21(a) = i J-m-1a(j +,j, m)(sina)J-m-1 [(j + + j + 1) exp(ia/2)Ct~f2(cosa) - (j. - j + 1) exp(- ia/2)Ct~f;1 (cosa)], 

D;;~-~ /21(a) = i J-m-1a(j +,j, m)(sina)J-m-1 [(j + - j + 1) exp(ia/2)Ct:f:1 (cosa) - (j + + j + 1) exp(- ia/2)Ct:j2(cosa)]. 

(IV. 2.5) 
where, 

" J-1/2. 1 ( r(m+1)r(j.-m+1)r(j.-j+1)r(j+m+l) ) 1/2 
a(J.,J,m)=2 r(J+z) r(!)r(m+i)r(j++j+2)r(j-m+1)r(j++m+2) • 

One can easily see that 
(IV. 2. 6) 

Furthermore, from Eq. (IV. 1. 9) we obtain 

(IV. 2. 7) 

Finally we give some special values of this function which frequently occur in the calculations. 20 
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U. 01 . i-m i·· m 2 • i-a 
[ 

r(3 + l.) ]1/2 
Di ..... m(a) =z 2 ..j2J + 1 r(J + 1) rmr(2j + 2)r(m + 1)(j + m + 1) (slna) , 

D~~~21(a) = exp(- ia/2), D~%:~%;I/2(a) = (y'2/3)[exp(i~a) - exp(+ia/2)], 

Di%:i%;~/2(a) = t[exp(- ita) +! exp(+ iO'/2)]. 

In the above we have generously used the following values of Gegenhauer polynomials, i. e. , 

q(z) = 1, Ci'(z) = 2vz, q(z) = 2v(v + 1)[z2 - 1/(2v + 2)]. 

Also, 'using C~(cosa) = sin[(n + l)a]/sina we obtain 

Du .. O](a) = _._1_ sin«j+ + l)a] 
o. o. 0 () + + 1) sina ' 

D[J 1/2] (a) = exp(- i1T/2) [ __ 1_ e (iO'/2) sin[(j + + !)a] __ 1_ e (_ ia/2) sin[(j + + t)a] ] 
11"2.112.1/2 sin a (j++!) xp sin a (j++~) xp sin a . 

Next we make use of the asymptotic formula of Gegenbauer polynomials, 16 

~-1 

C~(cosa);.:: 21-~ ;(A) (sina'-~ cos[ (n + A)a - !A1T], 

and the Barnes expansion formula, 17 

[r(z + i31)r(z + ~)]-lr(z + al)r(Z + (2) .. -:~z"'I+"'2-Ilt-l3oz, 

to obtain the following asymptotic relations of 0(4) functions: 

Du+.OJ(a) _ ii-m..j2j + 1 [ rem + ~)r(j + m + 1) ] 1/2 (" _ ")-m-l cos[ (j+ + l)a - !(j + 1)1T] 
i ..... m i+~~ rmr(j-m+l)r(m+l) J+ J (sina)m+1 

_ e-m cos[(j++l)a-!(j+l)1T] 
r.:'+1 (sina)m+l , 

DU .. 1/2]( )_ 'i-m-l[ r(m+l)r(j+m+~JI/2 {(j++j+li (" /2) cos[(j++!)a-!X+!)1T] 
i ..... m a i+~~ z [r(~)r(m + !)r(j _ m + 1) (j+ _ j)m+31 exp za (sina)m+3 

- ("(j+~j~)!~3/2 eXP(_ia/2)cos[(j+t%)a):JH+t)1T]} 
J+ - J - Slna 

_ ii-m exp{- i«j+ + l)a- !(j + !)1T]) 
r:+1/2 (sina)m+172 

Furthermore, we also have the asymptotic expression29 

Therefore, 

(IV. 2. 8) 

(IV. 2. 9) 

(IV. 2. 10) 

DU .. OJ(a) _ ii-m+2 exp[!(j+ - j)] "i+m+l/2'-m-l/2 (j +j)-<J++J+3/2) r rem + tW(j+ - j + l)J 1/2 (sina)J-m sin[(j+ - j)1T] 
i ..... m J .. i~~ 2i(21T)1/4 J J+ + L rmr(m + 1) (cos!a)2T, 

X W+ + j - 1) exp(ia/2) sin«j + - j)1T] - 0+ - j + 1) exp(- ia/2) sin[(j+ - j + 1)1T ]}. (IV. 2. 11) 

Also, it is quite clear from Eq. (IV.!. 1) that lim",~~Dj1r..',;;](a)=0. Finally, we give two relations which are 
obvious from Eq. (IV.1.1): 

(IV. 2. 12) 
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3. An application 

As pointed out earlier in the evaluation of transition amplitudes using 0(4,2) statesl9t2S one usually faces the 
following two matrix elements corresponding to the boost 1] and tilts (f)', f): 

G':,'~m =(n'l'm I G I n1m) , 

G~J::.II = (n'j'''k I G I nj*k) , 

(IV. 3. 1) 

(IV. 3. 2) 

where G = exp(if)' L 4S) exp(i1]L3S) exp(- WL 4S); L 4S' L 3S' L34 are generators of an 0(2,1) subgroup of 0(4,2). In order 
to evaluate these matrix elements one conveniently uses paraboliC basis I nln2m) as given in Eq. (II. 6. 2) and Eq. 
(II. 4.5). Since in this basis the operator L34 is diagonal, one parametrizes G in terms of Euler angles a, (3, y as 
G = exp(- iaL 34) exp(- i{3L4S) exp(- iyL34) where, 

sinO' sinh{3 = coshf) sinh1], cosO' sinh{3 = sinhf) coshf)' - coshf) sinhf)' cosh1], 

siny sinh{3 = - coshf)' sinh1], cosy sinh{3 = sinhf) coshf)' cosh1] - coshf) sinhf): 

cosh{3 = coshf)' coshf) cosh1] - sinhf)' sinhf), 

(IV. 3. 3) 

If we represent the basis states given in Eq. (II. 6. 2) as I ¢1¢2¢3¢4), then we obtain from previous worksl9,2S 

(¢~¢f¢5¢~! G I ¢1¢2¢3¢4) =exp( - iat(¢~ + ¢~ + 1)] V(W];~+:Wg!fq,2+q,3+1) 12(f3) exp[ - iyt(¢2 + ¢3 + 1)] 

x exp[iat(¢f + ¢! + 1)] V(~f};f+W/l~ Ifq, +q, +il 12(- (3) exp[iyt(¢1 + ¢4 + 1)]. (IV,3A) 
~1 4 '1 4 

The above matrix element vanishes unless I ¢f - ¢~ I = I ¢2 - ¢31 and I ¢f - ¢! I = I ¢l - ¢41. Using this matrix element 
and Eq. (II. 6. 2) we get 

Gn'l'm_ 6 [t(n'-1) t(n'-1) l'J[ t(n-1) t(n-1) 1J 
nlm - "i,nl t(nf-nf+m) t(nf-nf+m) m t(n2-nl+m) t(nl-n2+m) m 

x exp[ - ia(nf - n2)] exp[ - iy(nl - n2)] V 11.:'( I~V!tL2. n1+( Iml+ll 12(f3) v~I+(:~II)ft3 12, '"l+( Iml+il 12(- (3). 

By making use of Eq, (IV. 4.2) (with (5 = 0) and the definition of the O(4)-representation function [Eq. (IV. 10 1)] 
we get 

Gn'l'm_ '\' D[n'·I, OJ ( )V Iml+l+T("')D Cn'I,OJ (_) nlm -LJ 1',lml+T,lml - a n',n I-' 1,lml+T,lml y, 
T 

{
n- Iml -1} o ~ 'T~ Min n' _ I m I - 1 ' (IV. 3.5) 

If we square this matrix element and sum over 1 and l', then by Eq. (IV, 3, 12) we obtain, 

6 I G':,'~m 12 =6 V J;nnl+I+T(f3) V J;n;+1 +T(f3), 
1,1' l' 

(IV. 3. 6) 

which is the same as Eq. (ill. 4. 4). Similarly, using Eq. (II, 6.5) and Eq. (IV. 3. 4) we get 

Gn'i'''k_!,0 {[ t(n' -1) + t t(n' -1) j' 1 [ t(n-1) + t t(n-1) j J 
ni"k -2"i,n1 t(nf-n~+kJ+t t(nf-nf+kJ k.+tJ t(n2-nl+kJ+t t(nl-n2+kJ k.+t 

/ ( l)n'+n[ t(n'-1)+t t(n'-1) j' J[ t(n-1)+t t(n-1) j J 
± 'I' - t(nf - nz + kJ + t t(nf - n~ + kJ k + t t(nl - n2 + kJ + t t(n2 - nl + k) k. + t 

xexp{- ia[nf + t(lk.1 + 1) + 151]} V~lfii.~?}I~W+lol.nl+<lk.I+1l/2+IOI(f3) exp{- iy[nl + t(lk.1 + 1) + 151]} 

x exp{ia[nf + t( I k.1 + 1)]} V ~':1'i~:V+H 12, '"l+<lk.I+1l/2(- (3) exp{iy[n2 + t( I k.1 + 1)]} }, 

where we take (±) if the right state has positive parity and ('f) if negative parity. Again, using Eqs. 
(III. 4. 3) (with 6=± t), the definition of the 0(4) function, and the Regge symmetries, 

(IV. 3. 7) 

(III. 4.2)-

(
ll l2 1 )=(_1)11+1 2+1(12 11 1), and (11 12 1)=(_1)11+12+1(1 1 12 1), 
ml m2 - m m2 ml - m - ml - m2 m ml m2 - m 

we obtain 

Gn'J"'k - 1-'" (D[n'·1+16I, 6J (_ a) V Ik.l+l+6+T ("')D[n.l+IOI,OJ (_ y) ±/'f complex conl'ugate) n,J",k- 2t..; J',lk.I+6+T,lk.l+6 n'+16I,n+IOI I-' J,lk.I+6+T,III.I+O , } 
n-lk.I-1+151-5 0~'T~Min{n'_lk.I_1+161_6 . 

Equations (N. 3.5) and (N. 3, 8) play major roles in the evaluation of transition form factors and structure 
functions. 20 
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Massive and massless supersymmetry: Multiplet structure 
and unitary irreducible representations 
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VIR's of the supersymmetry algebra for the massive and massless cases are analyzed covariantly (without 
the use of induced representations) in terms of their component spins. For the massive case normalized 
basis vectors \p 2 > 0, jo; (1"; pjA) are constructed, where jo is the "superspin" and (1" is an additional 
quantum number serving to distinguish the different \pjA), the constituent p 2 > 0, spin-j VIR's of the 
Poincare group. For the massless case, normalized basis vectors \p 2 = 0, Ao; pI.) are similarly constructed, 
where Ao is the "superhelicity." Matrix elements of the supersymmetry generators, in these bases, are 
explicitly given. The "(1" basis" is used to defme weight diagrams for the massive VIR's of supersymmetry, 
and their properties are briefly described. Eigenfunctions w ... ( 6) are also defined, and their connection with 
the reduction of higher spin massive superfields <l>J(x,6) is discussed. Finally, it is shown how gauge 
dependence necessarily arises with certain massless superfields. The massless scalar superfield, both gauge
dependent and gauge-independent, is discussed as an example. 

1. INTRODUCTION 

The concept of a fermion-boson mixing symmetry 
was first formulated globally in four-dimensional 
space-time by Wess and Zumino. 1 The particular 
"supersymmetry," with which we are concerned in this 
article, was studied in detail by Salam and strathdee, 2 

and some of its UIR's were constructed, The genera
tors, the ordinary Poincare group generators PI" JI'Y' 
together with a 4-spinor charge Sa, form a "generalized 
Lie algebra,,,3 with the following commutation and anti
commutation relations, in addition to the usual Lie alge
bra of the PI' and J/JoY: 

{Sa, Ss}= - (Y/Jo C)asP/Jo, 

[Sa, J/JoY] = Ha/Jo),/ SB' 

[Sa,PI']=O, 

(1. 1) 

(We follow the notation of Ref. 4. Further notations 
and identities are collected in Appendix A.) A represen
tation in which the PI" J/JoY are Hermitian, and the Sa 
satisfies the reality condition of a Majorana spinor: 

Sa =CasSs (1. 2) 

will be called a unitary representation. 

Supersymmetric Lagrangian models have recently 
received considerable attention, in view of their renor
malization properties. 5 Such models are very conve
niently described using the "superfield" techniques of 
Salam and strathdee. 4 A superfield <I>a(x, 0) is defined 
on an eight-dimensional space labelled by (xl',Oa)' 
where x" is ordinary space-time, iJ a is a Majorana 
4- spinor, with anticommuting components, and a is 
a spin index. Such a field transforms under super
symmetry as 

[Sa,<I>a(X,O)l=i{oOe +i[iY/Jo0I']e L <I>a(x,e). (1.3) 

Thus on superfields the generators Sa are given a dif
ferential representation in terms of the anticommuting 
spinor ea. 

supersymmetry having been introduced, it is natural 
to seek its possible implications outside of a strictly 
field-theoretical context. For example, is some type 
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of supersymmetry scheme, albeit badly broken, of 
any relevance at all for particle classification ?2b.6 If 
so, how are scattering amplitudes constrained? What 
is their Regge behavior? What is the nature of super
symmetric bound states? 7 

The differential representations of the supersym
metry algebra, while appropriate for field theory, are 
inappropriate in these other contexts. The aim of this 
article is to investigate the UIR's of the super symmetry 
algebra (10 1), and to construct corresponding normal
ized bases and matrix elements, which will be natural
ly suited to such other applications, 

In Sec. 2, we analyze the supersymmetry algebra 
in the time like (massive) case in terms of its spin con
tent, and find a normalized basis for the UIR's of the 
form 1/)2> 0, jo; a; pj'1I.) , where jo is the "superspin," 
jo = 0, t, 1, i, ' . " each IpjX) specifies a UIR of the 
Poincare group with mass p2 > ° and spin j = jo, jo ± t, 
and a = 0, ± t is an additional quantum number serving 
to distinguish the different spins occurring, The 
basis vectors are constructed with the help of a set of 
a- shifting tensor operatorsR;, K = ± t, equivalent to 
the Sa. The matrix elements of the R~ in the "a-basis" 
are also given. The a-basis is used to define weight 
diagrams for the (j} > 0, jo) UIR's, and their properties 
are briefly described. Finally, it is shown how, in 
the superfield representation, a-eigenfunctions wu(O) 
may be defined, which can be used in the reduction of 
higher- spin superfields. 

In Sec. 3, we analyze the supersymmetry algebra 
in the lightlike case, restricting ourselves to those 
VIR's containing only physical massless spin consti
tuents, with invariant helicity. It is shown that this 
constraint also necessitates a contraction of the super
symmetry algebra, such that the UIR's contain just 
two helicities '11. 0, '11.0 -~. A normalized basis of the 
form 11)2 = 0, '11.0; pX) is constructed, where '11.0 is the 
"superhelicity, " '11.0 = 0, ± t, ± 1, •.• and each IpX) speci
fies a VIR of the Poincare group with mass p2 = 0 and 
invariant helicity '11.= XD or '11.0 - t. Matrix elements of the 
SO! in this basis are written down. It should be empha
sized that the techniques of Secs. 2 and 3 involves no 
induced representation theory. 
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Finally, we apply our results for the (p2 = 0', '\o) 
massless UIR's of supersymmetry, to massless super
fields. It is shown that free, massless, irreducible 
superfields are of two types, gauge-independent or 
gauge-dependent. The discussion is illustrated by mass
less scalar superfields of each type. 

In Appendix A the notation conventions are estab
lished, and some supersymmetry algebra identities are 
given. In Appendix B the properties of the a-shifting 
tensor operators R; are listed, together with their 
matrix elements in the a-basis. 

2. THE TIMELIKE CASE p2 > 0 

A. Analysis of spin content 

It follows from (1. 1) that p 2 is a Casimir not only of 
the Poincare subalgebra p, generated by the P,.. and 
J,..y, but also of the complete supersymmetry algebra 
5, generated by the P,.., J,..y, and S",. (The supersym
metry algebra 5, "generated by P,.., J,..y, and Sf':"~ is 
not a group, but contains the subalgebra "generated by 
the P,.. and J,..v", namely the Lie group ISL(2, ([;) '" p, as 
a subgroup. We consider the algebra merely over a; and 
make no appeal to Grassman algebras for our analysis 
of the UIR's.) Hence the UIR's of 5 may be classified 
by the eigenvalue of p2, In this section we consider the 
timelike case p2 > 0, and sgn(Po) = ± to The invariance 
of p2 means that all components of a super symmetry 
multiplet have the same mass. 2b 

A UIR of 5 provides a representation, possibly re
ducible, of p, so that we may characterize the struc
ture of the former by analyzing its spin content, or 
the UIR's of P which it contains. If the reduction is de
generate, then we require one or more additional 
quantum numbers to specify completely the spin content. 

Before proceeding with this analysis, however, we 
investigate the algebra of operators commuting with 
the So<' The square of the Pauli- Lubanski vector 

(2.1) 

is a Casimir of p, but not of 5. However, if we define4 

"b,.. = - -!5'iy,.. Yo S, 

Kp. =W,.. -"b,.., 

K;=K,.. _Pp.p-2p·K, 

(2.2) 

(2.3) 

then we find that K; commutes with So< and P"" so that 
(K~)2 is a Casimir of 5. In fact, the tensors 

K",v = K",Py - KyPp., 

M",y =Kp.y + iE",vpuKPU 

also commute with So< and P"" and, moreover, 

[Mp.v, Mpu] = iP (T/p." ,'11yp + T/ yp M",u - T/ vu Mp.p - T/",p My,,), 

(2.4) 

(2.5) 

so that the M",y generate a group L', isomorphic to the 
Lorentz group, SL(2, a;) "'L, generated by the J",v' If 
we denote by 7 the algebra generated by the Sot and P"" 
then we can describe the structure of 5 as follows8; 
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5 """L/\ T-::;L'XT, (2.6) 

where /\, x denote semidirect product and direct pro
duct, respectively. 

The subalgebra L 'x T provides an alternative means 
of analyzing the structure of UIR's of 5. In particular, 
since the Casimirs of L I also commute with 5, it fol
lows that a UIR of 5 contains precisely one UIR of L I. 
In factS 

tM",yNf'"Y=p2(Kl.)2 = (p2)2(,\2 _,;. + 1), 

tE"ypaNf'"YM P
" = 0= (p2)2,\V, 

whence 

v=O and (Kl.)2=p(,\2+1). 

(2.7) 

(2. B) 

In order to analyze a UlR of 5 into its component 
spins, we must consider the algebra of p invariants 
constructed from its generators. If we define, in addi
tion to W,.. and "b", a 4-vector 

(2.9) 

then the p-invariant subalgebra is generated by the set 

{W2, "b 2, U2, S5., P'"b,"b' W, W, U,"b' U}, (2.10) 

which are, however, not all algebraically independent. 
In fact, from the polynomial identities (AB) and (A9) 
satisfied by these invariants in any representation, it 
follows that, to any order, the independent invariants 
are W 2 , P'"b, and SS., where 

[P'L, W 2)=0=[SS., W2), 

[P'L, SJ=± ~p2p 'L, 

[po L, SS.]=±p2p.~. 

(2. 11) 

(2. 12) 

We can now use (A9) and the invariance of 

(K~)2= W2 - 2L' W+"b 2_p-2(p.L)2, (2.13) 

to determine the allowed spin components of a p2 > 0 
UrR of 5, in terms of the eigenvalues 

W2 = - p2j(j + 1), 

P • "b = ap2 = (0, ±~) p2, 

L·W==TP2• 

(2.14) 

If a=±~, then (A9) and (2.13) reduce to T= 0, and 
W2 == (K~)2 =p2(,\2 + 1), so that the a=± ~ sectors contain 
just one allowed spin value, say jo. If a = 0, then (A9) 
and (2.13) reduce to 

[T+~(j+1»)(T- ~j)=O, 

- jo(jo + 1) = - j(j + 1) - 2T - t. 
Thej>-OsolutionsforT=-Hj+1), ~j, arei=jo±t, 
respectively. 

To summarize, UlR's of 5 for the timelike case may 
be labelled (p2> 0, io), where io= 0, i, 1,'" is the 
superspin. They contain UlR's of P with p2 > 0 and pos
sible allowed spins j = i o' jo, and io ±~. 

Explicit realization of these UlR's, using the a-basis, 
are constructed in the next section. In particular, we 
show that the (p2> 0, jo) UlR's of 5 contain 4(2io + 1) 
helicity states, the spin content being preCisely 

4 (2jo + 1) = 2 (2jo + 1) + [2(jo + i) + 11+ [2(jo - t) + 1], 

P.o. Jarvis 917 



                                                                                                                                    

in agreement with Refs. 2b and 100 We also verify (1. 2) 
as a matrix equation, showing that the representations 
are indeed unitary. 

B. Matrix elements in the Ip2 > O,jo; a;pj'A. > basis 

In this section we verify covariantly in the a-basis 
the methods used in Refs. 2b and 10 in constructing 
the (p2> 0, jo) UIR's. No induced representation theory 
is neededo The vacuum states used in the induced rep
resentation method in constructing UIR's of the little 
algebra, correspond instead to a UIR of P with spin jo 
and «lowest weight" a = - t. Then (2. 12) shows that the 
S± and 55± are raising and lowering operators for a, so 
that the lowest weight states \ (J = - ~) satisfy 

S-ala:=-t)=Oo (2.15) 

We shall use (J-raising operators acting on such 
lowest-weight states to define covariantly normalized 
basis states \pz> 0, jo; a; pjX), 

(a'; p' j'X' la; pjX) = 0a'a\) j'j 0).,). (p' Ip), 

where 

(p' lp) = 2Po(27T)3 03( p' - p) 

(2.16) 

and where the JpjX) states of the various a- sectors 
belong to induced UIR's of p, with p2 = m2 > 0, spin j, 
and helicity X: 

[pjX) == U(Lp) lPix), 
J 2 lpjX) == j(j + 1) lpjX), 
J3 \pjX) == X [PjX). 

Having constructed the a-basis, we then give explicitly 
the corresponding 4(2jo + 1)2-matrix representatives of 
the supersymmetry generators. {Riihl and Yunn10 have 
given [42 x (2jo + 1)2]-matrix representatives, without, 
however, introducing the G"-basiso } 

The operators 5±a have a complicated effect on 
helic~ty states, and are not the most convenient G"- shift
ing operatorso Instead, we pass to an equivalent set 
Q!(p), definedtO by 

Q;,(p) = Uf«p) S±, 5± == ~ 6 Uf(±(p) Q!, (2.17) 
tn f( 

where u.(p)'Y.' K=±t are a set of normalized positive
frequency c-number spinor solutions of the Dirac equa
tion, with mass m, and helicity K. Their properties are 
given in (B1). The algebra of the Q~ may be derived 
from that of the SO/' 4 In particular, they satisfy 

and 

Q~ Q~, ==± KmO.,-K' SS±, 

{Q;, Q~}== 2Km2o •• _., , (2.18) 

(Q':,)t ==± 2KQ~., (2.19) 

in a unitary representation. Their transformation 
property under Lorentz transformations is 

U(A) Q!(P)U (A-l) == Q':,. (Ap) D!f.2* (A), (2.20) 

where A=LA~ALp is a little group rotation, the Dl/2 

(Wigner) matrix represents finite rotations for spin-~, 
and the U(A) are unitary (reducible) operators repre
senting Lorentz transformationso USing the reality 
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property of the D-matrices, 11 we conclude that the 
tensor operators, R! = (- l)K(f. .. , applied to basis 
vectors JG"Pj'A), lead to the following transformation 
property under U (A): 

U(A)R~(p) 1 apjX) ==R!.(Ap) \ ApjX/) D!(2(A) D{'x(A). 

Application of the Wigner- Eckart Theorem then gives 

(2.21) 

where (fA' J i K;jO'A)* == (t K;joX JjX') are Clebsch-Gordan 
coefficients, and where the c i are independent of 
X'==X+K. 

The algebra of R~, (B2), and that of the 55*, and 
p , L" may now be used to determine the c i' and hence 
the normalized basis vectors which are given in (B3L 
The nonzero matrix elements of R~ are given by 

(O;p'j X+K\R~\'!'~;pjoX) 

=m(j X+KiiK;joA)(p'ip), 

and (2.19) holds as a matrix identity. 

The (p2 > 0, jo) UIR's of S may be extended to UIR's 
of S augmented by parity, II', in a straightforward 
manner. If we assume4 

(2.23) 

then it follows that p. L, is a pseudoscalar, and we 
deduce12 

(2.24) 

Note that for superfields, with nonunitary IR's of p, 
parity doubling is generally necessary, since a spin 
component (jt, h) transforms to (j2' it) under parityo 

C. Weight diagrams 

The structure of the (p2> 0, jo) UIR's of supersym
metry is conveniently describes by means of "weight 
diagrams. " O'Raifeartaight3 has proposed similar dia
grams, with an interpretation only in terms of super
fields. We shall represent the general (p2> 0, jo) UIR's 
by a two-dimensional plot of spin j vs a. Diagrams for 
superspins 0, jo are given in Figo 1. Their structure is 
actually the same as that of the "small diagrams" used 
in Ref. 13 for the chiral scalar superfields. 4 

I 
J 0 

, jo-j j. jo+-i -; 

FIG. 1. 
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J 0 

FIG. 2. 

The diagrams are also useful in describing the spin 
and superspin constituents of superfields. Figure 2 
gives the weight diagram for the general scalar super
field <1>~(x, 8), The irreducible constituents, the general 
chiral supermultiplets <1>~(x, 8), and the vector super
multiplet <1>1(x, e) are readily distinguished. 4 Finally, 
Sokatchev14 has shown that a massive, symmetrical, 
traceless, divergence-free superfield <1>"'1'''''' J(X' e) or 
<1>"'1'" "'J_1/2"'(X, e) of spin J has superspin content 
J2, J ±~, The corresponding weight diagram, Fig. 3, 
is that for the scalar superfield, Fig, 2, plus its 
mirror image. 

A more intimate connection between weight diagrams 
and superfields is established if we expand the latter in 
the a-basis, in the differential representation (1. 3), us
ing the definition (2.2). An arbitrary function of e may 
be expanded in terms of a complete set of a-eigenfunc
tions e(e), 17(8), and wee), of lowest power 0, 1, and 2 
in e, respectively (Table 1). As P' L. w~ (e) o:p"', the 
latter eigenfunction must occur in the form w~ (e) x'" , 
where P'" X", = 0. For example, for a general scalar 
superfield we have simply 

<1>(x, e) = e+(e)A+(x) + uo(8) 1/J+(x) + w.(8) F+(x) 

+ e.(e) A.(x) +17o(e) 1/J.(x) + w+(e) F.(x) 

+ eO(e)A 1 (x) + 17(e) 1/J1 (x) + wl) (e) A 1", (x), (2.25) 

from which we can label the nodes of the weight dia
gram, Fig. 2, with the appropriate fields. 

The expansion (2.25) is clearly valid for a super
field of arbitrary spin. Evidently, the constraints 
CD,J",<1>~ = 0, where CD",)", = (y",)(/D~ and D", is the "co
variant derivative,"4 still project out irreducible chiral 
constituents, of superspin J, The nonlinear constraint 
DD<1>1 = ° now projects out a redUCible, nonchiral super
field <1>1' with constituent superspins J + 1, J - 1. Its 
reduction is effected by applying the appropriate 
Clebsch-Gordan coefficients to the component fields. 
For example, for spin 1, the field 1/J1,,'" may be written 

1/J1"", = (1/J1"'''' - Hy",),,~(yo 1/J1)~]+Hy,,),,~(yo1/J1)8' 

indicating a reduction into a spin-~ component (belong
ing to the superspin-2 constituent), and a spin-~ com
ponent (belonging to superspin-O). Sokatchev14 shows 
that the highest superspin - (J + 1) constituent is 
projected out by means of the additional differential 
conditions 15"<1>1" = 0, for spin~, and (Y" D)", <1>181' = 0, 
for spin >~, applied to the nonchiral part <1>1' 
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TABLE I. 

CT=O 

o eo(e) = 1 +bee2a2 

1 uo(e) = (j - fOe (ji~ 

2 w~(e)= :Wi'Y"'Y5e 

e,,(e) = H f6~'Y5e _~(je2a2 

u,,(e) = u(e)'Y",'" (9 + !1e 7Ji~)'Y", 

w,,(e) = iBe", 

3. THE LlGHTLIKE CASE p2 = 0 

A. Analysis of spin content 

In this section we repeat, for the lightlike case, the 
analysis carried out in Sec. 2 of timelike UIR's of S. 
Physical massless particles correspond to UIR's of P 
for which p2 = W2 = 0, In this case the helicity A be
comes a Casimir of p, and the generators satisfy the 
constraint 

W"=AP",, 

where 

(3.1) 

A = P01Eopu'pPJUT, (3.2) 

Here we restrict ourselves to the analYSis of those light
like UIR's of 5 for which (3.1) holds in each spin sec
tor. In fact, this constraint necessitates a contraction 
of the super symmetry generators S'" as welL For we 
have 

(S"" W"]=ie"puTPP(aUTS),, 

= (S"" AP,,] = iPolP"EoPUTPP(a UTS)", 

and using (A4), we find that (3. 1) implies 

(P)", 8S8=0, (3,3) 

Also, since in general 

(S"" W2] = (iY5 WP)",8S8- ip2s", 
then (3.3) is consistent with the requirement (S"" W2] = 0, 

rt follows from (3.3) that S" may be represented as 
S=iPS', for some Majorana spinor S'. Then we have 
explicitly, for the Poincare invariants (2.10), that 
5S" = 0, and p. L, = 0, Furthermore, we have 

L.", =NP", , (3.4) 

where N = ~5' iysPS' must be a Poincare invariant. From 
(A6d) it follows that N'l = i, whence N has eigenvalues 
II=±~. Moreover, from (3.2) and (3.4), the operator 

K=A-~(N-~) (3.5) 

is a Casimir of S. 

J j-f :r .... \ 
FIG. 3. 
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In summary, this class of lightlike UIR's of S may 
be labelled (p2 = 0, >"0), where >"0= 0, ± i, ± 1,··· is 
the superhelicityo They contain two spin sectors, carry
ing lightlike UIR's of P with invariant helicities >"0' 
>"0 - ~ corresponding to the eigenvalues v = +~, -~, re
spectively 0 By constructing explicit realizations of 
these UIR's in the next section, we verify in fact that the 
(p2 = 0, >"0) UIR of S contains precisely one lightlike 
UIR of P of each allowed helicity. We also explicitly 
verify the condition (1. 2) as a matrix equation. 

B. Matrix elements in the Ip 2 = 0, Ao; p A) basis 

In this section we follow the methods of Sec. 2B and 
construct the (p2 = 0, >"0) UIR's of S. Once again, no in
duced representation theory is needed, and we utilize as 
cyclic states a lightlike UIR of P with "lowest Weight" 
v= - i, and therefore with invariant helicity >.. =>"0 - io 
From (3 03) and (A7), raising and lowering operators for 
N are again just the (S±),,: 

[N, (S±)oJ=± (S,)". (3.6) 

We shall act with the (S.)" on the lowest-weight states 
to define covariantly normalized basis vectors of the 
form Ip2=O,>"0;P>"): 

(3.7) 

where the Ip>..) states in each v sector belong to (in
duced) lightlike UIR's of p, with p2=0= W 2, and 
P",=AW",o 

We cannot here define shift operators analogous to 
the the Q! introduced in the massive case, since the 
condition PS± = ° ensures the vanishing of combinations 
like uS: in the massless caseo However, the effect of 
(S±)" is to change the helicity by ± i, and to leave p", 
unchanged, so that we may immediately write down 

(S)", Ip >"0 - i) = u." (p) Ip >"0), 

(S.)" \p >"0> =uQ,,(p) \p >"0 - i>, (3.8) 

where the spinor normalization constants u±",(p) must 
also satisfy 

(3 0 9) 

and so may be written u±(p) ==y±u(p) as the chiral pro
jections of a spinor wavefunction solution of the Dirac 
equation in the massless case. 

The algebra of the (S±)" in the massless case may be 
deduced from Ref. 4 and (304). One finds 

(S±)",(S±)~ = 0, 

(S±)",(S.J~='f (PYTC)",~(N±~), 
(3.10) 

and applying (3 08) and (3.8) and (3010) to states 
Ip >"0 - i) gives 

(S.)" (S.}ajp >"0 - i> ==u_" (p) u.a(p) jp >"0 - i), 

(Sol" (s.)alp Ao - ~) == - (,PY.c)"alp >"0 - ~). 
By using the completeness of the algebra of y matrices, 
we deduce that 

(30 11) 

Finally, the representation will be unitary, satisfying 
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(3.12) 
if 

u(p) =UC(p) = cu(p), (3.13) 

that is, if u(p) is a Majorana spinoL Conditions (3.9), 
(3.11), and (3013) are sufficient to determine u(p), and 
hence Ip Ao), up to a phaseo The nonzero matrix ele
ments in this basis are therefore 

(p Ao I (S)", Ip' >"0 - i) =u.'" (p)(p jp'), 

(p >"0 - ~ I (S.)", Ip' A~) =?l_",(p)(p Jp'). (3.14) 

The (p2 = 0, >"0) UIR's of 5 may be extended in a 
straightforward manner to UIR's of 5 augmented by 
parity IP. A is a pseudoscalar in the massless case, 
and, with S'" transforming according to (2.23), so also 
is N, so that from (305) 

U IP KUIP-l =-K+i, 

and therefore we deduce12 : 

(3.15) 

UIP Ip2 == 0, >"o;P>") =(-1)-1>'11J~ Ip2 = 0, - >"0 + i; IPp , - A), 

(3.16) 

and hence the lightlike UIR's of S augmented by IP have 
the form of a direct sum (p2 = 0, Ao) EB (p2 = 0, - >"0 + ~), 
with helicity content ± >"0' ± (>"0 - i), viz. four helicity 
stateso This result was stated in Ref. 4. 

C. Massless superfields 
We now use the results of the previous sections above 

to analyze massless superfields <I>a(x, e)o For conven
tional massless fields q,a(x), the triviality condition 
(3.1), ensuring only physical massless particles with 
an invariant helicity, is imposed either by carefully 
choosing the finite-dimensional IR(jl' h) of the Lorentz 
group under which <I>a(x) transforms, or if the M func
tions give amplitudes which remain invariant under 
certain "gauge transformations" of the external wave
functiono For spin 1, an example of the first kind is 
F",v(x), the electromagnetic tensor, and of the second 
kind is a vector field AI" (x), with invariance under the 
gauge transformation, 

A", (x) -A",(x) + o",A(x), 

where A(x) may be restricted in particular gauges, but 
is in general arbitraryo 

For UIR's of super symmetry in the lightlike case, 
we established (303) as a necessary consequence of 
imposing the triviality condition (3.1) on each spin com
ponent separatelyo We therefore infer that the corre
sponding free, massless, irreducible superfield 
<I>a(x, e) satisfies 

(PS) <I>a(x, e) == o. (3. 17) 

This condition is clearly Lorentz-covariant. By apply
ing an infinitesimal supertranslation U(E), we have 

,PS '<I>' (x', e') = lj(E)-lpS<I> (X, e)U(E) 

= (PS + 2ip2E) <I> (x, 8) + 0 (E2) , 

so it is indeed supercovariant, provided that p2 = O. 
Moreover, (3,17) commutes with the covariant deriva
tive constraints on superfields, introduced to project 
out further the irreducible parts. 4, 15 
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Consider, for example, a free, massless, scalar 
superfield ~(x, 9). To discover which gauge-indepen
dent, free, massless, irreducible superfields it con
tains, it is consistent to impose the necessary condi
tion (3.17). Using (1. 3), we find that (3.17) holds if 
and only if 

<p(x, 9) =:A(x) + "UI/I(x) + t"Ui~Xy.9, 
(3.18) 

Applying the further constraints D*<p~(x, 9) =: 0, we find 
that <P = <p. + ~ _, and the irreducible parts are 

(3.19) 

We may also write down basis functions 0,,(9), as was 
done in Sec. 2C, for massive superfields in the u-basis. 
Using the relation ~ .. =NP", (1. 3) and (2.2), we have 

N(l ± f9ih.9) = ± t(l ± tOiPy.9), 

NO: ='1' t9 •. (3.20) 

We conclude that a reducible, free, massless, scalar 
superfield contains gauge-independent, irreducible, 
chiral parts <p. (p2 = 0, .\.0 = 0) and <P jp2 =: 0, .\.0 = + t). 
This type of reduction may obviously be generalized to 
higher- spin massless superfields. 

If (3.1) fails on some component of a massless super
field, for example, if it contains a vector field A .. (x), 
then necessarily PS<P"* 0, and the superfield cannot be 
reduced by the above method of imposing (3.17). 
Nevertheless, the triviality condition (3.3) must still 
be implemented, in this case through gauge invariance 
of the M functions under gauge transformations 
of the superfield. A more detailed exposition of these 
applications of our work will be published elsewhere. 
Here we consider as an example again just the general 
massless scalar superfield, where now (3.17) is not 
imposed. The ensuing gauge dependence means that the 
chiral parts <p. can be gauged away, and that the non
chiral part <Pl effectively contains just two components, 
the vector A 1 .. , and the spinor 1/11' This claim is mani
fest in the noncovariant "remarkable gauge" cited in 
Ref. 4 and elsewhere. 

4. CONCLUDING REMARKS 

The techniques of this article have yielded convenient 
bases, with diagonal component spins, and explicit ma
trix elements, for massive and massless UIR's of 
supersymmetry, with many possible applications, such 
as to the calculation of Clebsch-Gordan coefficients for 
supersymmetry, and to the super symmetric bound state 
problem. The analysis has been restricted to those 
UIR's which describe physical elementary particles. 
However, for applications such as partial wave analysis, 
other UIR's, containing infinitely many spin components, 
are relevent. The techniques used here may also be ap
plied in these cases. They may also be extended to 
handle the general question of algebraic generalizations 
of supersymmetry. Work is currently in progress in 
these directions. 

ACKNOWLEDGMENTS 

The author would like to thank Dr. R. Delbourgo for 
suggesting this work, and for his advice and helpful 

921 J. Math. Phys., Vol. 17, No.6, June 1976 

discussions of it. He is indebted to the Association of 
Commonwealth Universities for the award of a 
Scholarship. 

APPENDIX A: NOTATION AND ALGEBRAIC 
IDENTITIES 

Notation and 'Y matrices 

We use a Lorentz metric 17 .. ,,=diag(+- - -), 
/1-, V= 0,1,2,3 and define 100m = + 1. The adjoint and 
conjugate matrices are denoted A "and C, respectively. 
Adjoint and conjugate spinors are defined by 

S'" = (A -1) "'BS8, se", = (C-1)"'BSB' (Al) 

respectively. The chiral projections (S.)", are defined by 

S.'" = (Y:) ",/lS/l= t(l ± iY5)",/lS/l, 

where the y- matrix algebra is generated by 

{Y .. , Yy}= 217 .. ", 

u .. v = ti[Y .. , yJ = ify .. Yy -17 .. .), 

Y5 = YOYIY2Ya· 

We note the follOwing useful identities: 

E"YP17 0" pa = 20" .. " Ys, 

E .. ypa ya =iY5Y"O"yp' 

Supersymmetry algebra 

(A2) 

(A3) 

(A4) 

The commutation relations (1. 1) are in addition to 
the usual Lie algebra of the Poincare group: 

(p .. ,pJ=O, 

[p .. , Jpa] = i(1] .. p P a -171'0 p p ), 

[J .. ", Jpa] = i(1J .. a Jyl' + 17"pJ .. a -17Ya J .. P -17 .. p Jva). 

The W .. and ~'" defined by (2.1) and (2.2), satisfy 
the following commutation relations, which can be 
proved using the identities given in Ref. 4: 

[W .. , W"]=iE/Lvp,,pPWa, 

[~ .. , ~J =iE"vpl7pp~a, 
(~'" WJ=iE/Lvpapp~a, 

{~'" ~,,}= m"v~2 - tp2) + tp"Pv; 

[S"" W"]=i(U""P")Y5S",, 

[S",,~,,] = - ti(Py" Y5S)"" 

Polynomial identities 

(A5) 

(A6) 

(A7) 

The following identities satisfied by the P invariants 
in any UIR, can be proved using the identities of 
Ref. 4: 

(5s.) 3 =: 4P2SS., 

(p. ~)3 = ip2p.~, 

~. ~ = 4p-2(p. ~)2 _ t p 2; 

(p.~)(~. W)=O=~· W)(p.~), 

(~. W)2 =tw'2~2 - tp2) - tp2(~. W). 

(A8) 

(A9) 
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APPENDIX B: THE TENSOR SHIFT OPERATORS 
R~ (P) 

Normalized Dirac wavefunctions 

(p - m)u,,(p) =~=UK(P)(P - m), 

i~' t!) u".cp) = K It I u/C(p), 

u,cut<' (p) = 2m <'5",It' , 

6 u/C(p) u/C(p) = (p + m), 
It 

Algebra of R~ (p) 

{R ~(p),R;, (p))= 0, 

{R ;(p) R,;, (p)}=± 2Km2<'5/C,_/C,. 

Normalized basis vectors 

1+~;pjoX)= 2~ ss+I-~;pjoX) 

I O;pjX) =6 ~ R: 1- ~;pjoX - K)(iK;jo x - K IjX) 
" m 
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(Bl) 

(B2) 

(B3) 

Matrix elements of R ~ (p) 

(O;P'j X + K IR! l~ ijpjoX) = m{j X + K I ~K;joX)(p' Ip) 

(± ijp'jo X +K Ill! I OjpjX) (B4) 

=± 2m(jo- j) (;10:;) 1/2 (jo X+K liKjjX)(p' Ip). 
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Classic theory of direct intermembrane interaction 
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The theory of action-at-a-distance interaction between objects of two dimensions is studied. The theory 
developed has some similarities to the corresponding theory of one-dimensional objects (strings). The 
fundamental invariants of the theory are found. A particular interaction is studied, and it is found that the 
interaction between closed membranes takes place via a pseudoscalar field. 

I. INTRODUCTION 

In a recent paper 1 the idea of Feynman and Wheeler 
electrodynamics 2 (FWE) was used to build an action-at
a-distance theory of interaction between strings. 3 The 
strings are described by their world sheets, i. e., two
dimenSional manifolds. The purpose of this paper is to 
extend the theory to the case of direct interaction be
tween two-dimensional strings which we more properly 
called membranes. Now the membranes are described 
by their world tubes, i. e., three-dimensional manifolds. 

Some of the interesting facts of the theory of direct 
interaction between strings are (a) for a simple case of 
interaction the interaction takes place via a massless 
scalar field, (b) the behavior of open and closed strings 
is different. These facts can be used 4 to give nice in
terpretations of both the Virasoro-Shapiro model5 and 
the Pomeron sector of the Veneziano model. 6 We find 
that some of the above mentioned facts also have analogs 
in the theory of direct interaction between membranes, 
e. g., for a Simple case of interaction we find that the 
interaction takes place via a massless pseudoscalar 
field. The behaVior of open, semiopen, and closed 
membranes is in each case different. 

In Secs. 2 and 3 we discuss the general theory. We 
find the set of invariants on which the action must de
pend to be Poincar~ invariant. We also find a formal 
analogy between the equations of motion of particles, 
strings and membranes. In Sec. 4 we study an explicit 
type of interaction that is the obvious generalization of 
the interaction of FWE. We discuss the field theory that 
can be extracted from the given interaction. We find 
that the interaction takes place via a massless pseudo
scalar field. Also we find that the field equations in a 
pseudovectorial representation are a sort of dual sys
tem of equations to Maxwell's equations in the Lorentz 
gauge. In an appendix we study some of the properties 
of the free membrane equation of motion. 

2. FREE MEMBRANES 

The three-dimensional world tube of a membrane is 
described by x~(t, ~,1) where t, ~ and 1) are invariant 
parameters. 

The volume element of the world tube is 

dajl.~P =dt d~ d1)ajl.~P, 

where 

(2.1) 

(2.2) 
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and 

(2.3) 

The symbol [ ••• ] means antisymmetrization in the in
dicated indices. Note that ajl.~P is invariant under a cy
clic permutation of its indices, 

(2.4) 

The space in which the membrane world tube is em
bedded is the Minkowski space with metric g j1.~ and 
Signature - 2. Also Significant is the intrinsic metric of 
the membrane, ')lAB' Note this 3-space will in general 
have a nonzero curvature. 

The Greek indices run from ° through 3, the small 
Latin indices from 1 through n, n being the number of 
membranes, and the capital Latin indices from ° through 
2. 

The action for a free membrane is given by 

(2.5) 

We will consider only spacelike membranes, so the 
quantity between parentheses is positive. The integration 
domain is such that the spatial extension of the mem
brane is finite, evidently this action is manifestly 
parametrization independent. 

The equation of motion is obtained by imposing the 
condition that the action (2. 5) be stationary under the 
variation 

xjl.(t, ~,1)- xjl.(!;, ~,1) + axjl. (I;, ~,1), 

6xjl.(t, , ~,1) == axjl. (tl , ~,1) == 0. 

(2.6) 

(2.7) 

From the above requirement we get 

(I) 2 f 3 a"'SY 
OS =J-l d t (0'.a)1I2 oa,,8r==0, (2.8) 

where d 3t means dbd~d1). The variation oajl.~p can be 
nicely expressed in terms of a linear differential op
erator as follows. Defining DjI.~ as 

(2.9) 

the variation oojl.~p is 

(2.10) 
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The operator D"" has the following properties: 

D""(aj + f3g) == aD""j + lID"" g , 

D"v(jg) ==jD"V g+ gD"Vj, 

(2.1la) 

(2.1lb) 

D"Vj(x)==a"vp a~p j(x), (2.1lc) 

D"vg=_DV"g. (2.11d) 

From (2.8), (2.10), (2.11), and (2.4) we find 

OS<!l==_3112jd3?;fD"v a"VD ] oxP ,.. r (a· aim 

+ 6fJ. 2 f d?; dn [( a";:12 ;"xv oi-p] (=1 == O. (2.12) 
(j.(j t.o 

The surface term that does not appear in (2.12) vanishes 
by (2.7); the others do not vanish automatically if ox"' is 
an arbitrary variation that satisfies (2.7). Moreover, 
ox"(/;, ~=O,'I), ox"(/;, ~==l,'I), etc., can still be ar~ 
bitrary variations depending on the nonfixed parameters. 
We have several posibilities to kill the remaining sur~ 
face terms, which we will analyze in detail. If the sur
face terms are zero, (2.12) implies 

3 2D"'.8 a"'.8t 0 IJ. ( ) J2 == . a·a 
(2.13) 

The surface terms vanish if one of the following sets 
of conditions holds: 

924 

(~=o,l), 

ox"'(/;, ~=O,'I),* ox" (?; , ~==l ,'I), 

ox"(?;, ~,'I)=O),* ox"'(?;, ~,TJ=d), 

a"VP 

( )1J2X"XV=0, (~==O,l) 
a·a 

x"(?;,~, 71= 0) ==x"(?;,~, 71== d), 

x"(?;, ~,TJ= O)=x"(?;, ~,TJ==d), 

ox"(?;, ~,71 == 0) == Ilx"(?;, ~,'I) ==d), 

ox" (?;, ~ == 0,71) '* ox" (?;, ~ = l, 71), 

X"(?;, ~==O,TJ)=x"(/;, ~==l,'I), 

x"'(/;, ~==O,TJ)=x"(/;, ~=l,'I), 

ox"(?;, ~=O,71)=OX"(?;, ~=l,n), 

ox"(?;,~,71=O),* ox"(?;,~,'I)==d), 

x"(I;, ~=O,TJ)=x"(I;, ~==l,71), 

x"(I;, L 'I)=O)=x"(/;,~, '1)= d), 

~"(I;, ~=O, 71)=~"(?;, ~=l,'I), 

J. Math. Phys., Vol. 17, No.6, June 1976 

(2. 14a) 

(2. 14b) 

(2. 14c) 

(2. 14d) 

(2. 15a) 

(2. 15b) 

(2. 15c) 

(2. 15d) 

(2. 15e) 

(2. 16a) 

(2. 16b) 

(2. 16c) 

(2. 16d) 

(2. 16e) 

(2. 17a) 

(2.17b) 

(2. 17c) 

x"(I;, ~,'I)==O)==x"(?;, ~,'I)==d), 

ox" (?;, ~ = 0 , TI) == ox" (?;, ~ = l, 71), 

ox" (1;, ~,1) == 0) = ox" (I;, ~,1) ==d). 

(2. 17d) 

(2. 17e) 

(2. 17f) 

When the set of conditions (2.14) is fulfilled, we name 
the membrane open. When (2.15) or (2.16) is fulfilled 
we name it semiopen or semiclosed interchangeably. 
When (2.17) is fulfilled we name it closed or "bag. " 
Note that Chodos et al. 1 have discussed a model of bags 
in a completely different context. However, their in
teraction takes place in a different form. 

Condition (2. 14a) can be interpreted as follows, multi
plying the mentioned condition by x'" (?;, ~ = 0,71) and 
xl?;, ~ =l, 71) we end up with a· (7=0 in ~ ==0,1. Then we 
have that the edges defined by ~ = 0, 1 travel with the 
speed of light. In the same way we can interpret (2. 14b). 
Then we have that in an open membrane its four edges 
travel with the speed of light, whereas for a semiclosed 
only two of them do. We will see that this is not the 
case when we have interactions. In that case the edges 
also interact and the relations (2. 14a), (2. 14b) are no 
longer valid. 

Relation (2.13) is a system of second-order nonlinear 
differential equations that gives us the evolution of the 
membrane world-tube x" = x"(?;,~, 71). This system of 
equations will be discussed in the appendix. 

3. COUPLED MEMBRANES 

We will take a Fokker type of action8 for the system 
of membranes 

S = 6 S~/) + t 6 J d3?;. J d 3?;b 
a a.b 

a*b 
• I ~ • I ~) 

XRab(xa,Xb,Xa,Xa,Xa,Xb,Xb,Xb' (3.1) 

In general this action will not be adequate to describe 
all types of membrane-membrane interactions, due to 
the fact that it depends only on x" and its first deriva
tives. But a large class of interesting interactions will 
be well described, e. g., the generalization of the action 
that gives FWE.2 

If we demand that S be Poincare invariant, the de
pendence of Rab on the indicated variables can take place 
only via the following set of 16 independent invariants, 

(3.2b) 

Xa'Xb, Xa'Xb, X.·Xb, (3.2c) 

xa ·:lb' xa 'Xb' xa 'Xb, xa 'Xb, i-. 'Xb' xa' Xb' (3.2d) 

Note that we get the corresponding set for strings 
setting Xa=Xb=O. In this case we have only nine invari
ants. Putting Xa=Xb==Xa=Xb ==0 we recover the set of 
four independent invariants for a system of two parti
cles 9 a and b. 

If we demand 

(3.3) 
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i. e., symmetric interaction, the set (3.2) reduces to 
the ten independent invariants 

, ~ 

Xab • Xab, Xab 0 Xab' 
• e , , A .... 

Xa-Xb' Xa-Xb, X'a-Xb, 

(3.4a) 

(3.4b) 

(3.4c) 

(3.4d) 

Imposing the condition that the action (3.1) be 
stationary under the variation (2.6) and condition (3.3), 
we find 

3j.L~"" a ... "1 ==.0 f d3/;b [aR gb 
• (a • • a.) 12 bn ax. 

(3.5) 

and for the edges, 

(3.6a) 

(11 =: O,d). 

(3.6b) 

For an open membrane we have that the edges have 
their own interactions and no longer travel with the 
speed of light. For a semiclosed membrane we have that 
only one condition, (3.6), must be satisfied, depending 
which are the open edges. For a bag conditions (3.6) do 
not apply. 

Multiplying Eq. (3.5) by x., :1., and x. we find, after 
some algebra, the following "conservation laws": 

[0;. (l-X~o~~) - oo~. (x~-k) - o~. (x: o~:)] 

(3.7a) 

[aO~. (1 -x~ k) - a~. (x: k) - a~. (x: a~:) J 
X.0 f d3/;~ab = 0, 

b~. 
(3.7b) 

[a (1 ~p a) a (~p a) a 
il7ja -x. ~ - a!;. x. ax: -~ 

(3.7c) 

In the same way we find from (3.6) 

(~=o,l), (3.8a) 

(~=o,l), (3.8b) 
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(3.9a) 

(3.9b) 

(7J==O,d). 

(3.9c) 

We can conclude that ROb must be chosen in such a 
way that it satisfies (3.7) in order to have a consistent 
set of equations of motion. If the membrane is open Rab 

must satisfy (3.8) and (3.9). If the membrane is semi
closed, R.b must satisfy either (3.8) or (3.9), depending 
on which are the open edges, 

Equations (3.7)-(3.9) can also be found by demanding 
that the action (3. 1) be invariant under the reparam
etrization 

/;. - /;0 + 15/;0, ~o -~. + 15~0, 

1/. - T). + 01/ •• (3.10) 

This fact implies that if we choose Rob in such way that 
it satisfies (3.7)-(3.9) we are free to perform the 
change of parametrization 

fa =: "fa(/;a' ~O, 1/.), Ia =: ~a(/;., ;., T).), 

(3.11) 

We can define the internal metric of each membrane 
as follows: 

dm2 =yABd?;AdI;B=dxlJ. dx .. (I;, ~,1]), (3. 12a) 

dm2=:x.~ d/;2 +x'x d~2 +x'x dT)2 + 2X.1- d/;d~ 

+2X.xdl;d1/+2x·~d~d1/. (3. 12b) 

The parametrization can be fixed by imposing three con
ditions on Y AB' For example, we can choose a param
etrization that diagonalizes Y AB, i. e. , 

(3.13) 

Note that x" is a timelike vector and XIL and xi> are 
spacelike vectors, hence the Signature of Y AB is - 1. 

Given an arbitrary space with metriC YAB, it is not 
always possible to solve the system of differential equa
tions that relate Y AB with XIL. This is a consequence of 
the well-known fact that the number of dimensions of a 
flat space in which a pseudo-Riemannian space of three 
dimensions can be embedded 10 is six. But there exist 
simple criteria that tell us when we can embed pseudo
Riemannian spaces in flat spaces of one dimension 
higher (embedding of the class one). 11 

The three relations between x, x, x that fix the param
etrization will in the general case be not sufficient to 
linearize the free membrane equation of motion (see the 
Appendix). In the case of strings the situation is totally 
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different, because, without loss of generality, the metric 
of the world sheet can always be chosen to be conformal
ly flat. This fact is enough to linearize the free string 
equation of motion. 12.13 

If we assume that the dependence of Rob on the in
variants (3.4c) and (3. 4d) takes place only through the 
combination of aa and ab, we can cast the equation of 
motion (3. 5) in the form 

3 2D"" O'a"p '" f d3 (0 3Da" 0 ) /Laa(.)172=U tb~- o~Rab ao 0'. bila uX. v 0'0 

(3.14) 

and Eqs. (3.6) in the form 

(~= 0, l) (3. 15a) 

(n =O,d). (3. 15b} 

The conservation laws (3.7), in this case, reduce to 

(3. 16a) 

(3. 16b) 

(3. 16c) 

And the equations for the edges (3.8) and (3.9) reduce to 
only one, 

(~=o ,l, Tf=O,d). (3.17) 

The system of equations (3.16) gives the following 
constant of motion: 

(3.18) 

The equation of motion (3.14) has the same form that 
the corresponding equation in the FWEI4 and in the 
action-at-a-distance theory of strings. 15 We can pass 
from one to another by the substitutions 

.!!:.- -2D"-3D"" 
ds ' 

UjJ. -o""v---(Ju.vp" 

This analogy only holds for the equations of motion. 
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4. A PARTICULAR CASE OF INTERACTION 

In this section we explicitly consider the symmetric 
interaction between membranes given by 

(4.1) 

where ga' gb are coupling constants with the same units 
as /L. G is a Green's function describing time sym
,metriC interactions. 

First we will study the interaction for a general type 
of membrane. Then we will study some aspects of the 
field theory that can be extracted from the direct in
teraction between closed membranes. 

A. The direct interaction 

Action (3.1) with the interaction term (4. 1) fulfills all 
the requirements mentioned for a consistent set of 
equations of motion if the Green's function is 

(4.2) 

i. e., the solution of the Klein-Gordon equation 

(4.3) 

In this case the equation of motion (3.14) can be cast in 
the form 

(4.4) 

For the interaction of the edges we find 

(4.5a) 

(4.5b) 

where the sums run only over semiopen and open mem
branes with the same restrictions that we state for Eqs. 
(3.6). 

The quantities FllI8Y6 and <pa8Y are defined by 

F aSY6:O aa<PBf6 - 0S<Po<YO + 0y<POaa - °0 <PYO<s, (4. Sa) 

(4.7) 

Note that <paBf has the same symmetry as a"'Bf. From 
(4. 6a) we find that FatS

Y6 is completely antisymmetric in 
its four indices, and that it can be written as 

(4. Sb) 

From the explicit form of <patSY it follows that 

Oa<p"Br =2g{f d1;d~[.x(YX8JG]~:~ + f d1;d1)(x(YxBJGH~n, 

(4.8) 

where the right- hand side of the above equation is zero 
only for a closed membrane. 

From (4.3) and (4.7) we get 

(4.9) 
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where 

(4.10) 

The field F"'ItY& defined by (4.6) is invariant under the 
gauge transformation 

<1>",11'1' - <I>",SY + o",-IrSY + os-Irl'''' + Oy-Ir",s, 

if -Ir"'s is such that 

-Ir"'s=_ -IrS«. 

(4. 11 a) 

(4.11b) 

Equation (4.4) is the generalization of Dirac's equations 
of motion. The potential <I>"'1tY has a retarded and an ad
vanced part. We expect to recover causality by the re
quirement that nO net radiation exists. This procedure 
then yields the radiative reaction force on the membrane 
due to our coupling. In FWE the above procedure gives 
the reaction terms that appear in Dirac's equation of 
motion. 16 

B. The field theory of the interaction 

If we assume that only closed membranes take part 
in the interaction, the field equation 

o ",F'" ItYG + m 2 <l>SY6 = _ 47r~G 

is equivalent to (4.9) whenever we impose for a closed 
membrane the gauge condition (4.8). Moreover, if we 
impose the condition of gauge invariance to the above 
field equation, we find that this requirement can only be 
fulfilled if the field is massless. Then we end up with 

Furthermore, the relation (4.6) is the solution of 

0.F ",ItYG + o",F SOy& + ill F.",&" + oyF &."'s + o~ .,,"'s = O. 

(4.12) 

(4.13) 

At this point we can abandon the action-at-a-distance 
formalism and study the field F"'ltYfi as been produced by 
a given current J"'1tY due to other closed membranes. 
Equations (4.12) and (4.13) that define F"'ItYG are analogs 
to Maxwell's equations. For a closed membrane the 
field F",ItYG is the physical observable, the analog to the 
electromagnetic tensor in EM. Also we know that the 
solution of (4.13) is (4.6) and that (4.6) is invariant 
under the gauge transformation (4.11). 

It is a well-known fact that in a four-dimensional 
space-time a complete antisymmetric tensor of rank 
three is univocally associated with a vector density 
(pseudovector). 17 Hence we can obtain a pseudovectorial 
representation of the field equations. Defining 

A'" =3! E", ItYG<I>SY6, 

we have 

<I> ",SG = EG",ttyA G. 

(4. 14a) 

(4. 14b) 

From (4. 14a), (4.9), and the condition m=O we get 

OA'" = - 47rJ"', (4.15) 

where J'" is defined by a relation similar to (4. 14a). The 
gauge condition (4.8) (for a close membrane) in terms of 
A'" is 

(4.16) 
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Also 

0'" J",1tY = ~(0jJ,J" - o~JjJ,)Eu~1tY = O. 

The last two equations are equivalent to 

ojJ,A~- o~AjJ,=O, 

oUJ"_ o"Ju=O. 

(4.17) 

(4.18) 

(4.19) 

The field F"'ItY& can be expressed in terms of A'" as 
follows: 

The gauge transformation (4.11) now reads 

A"'-A'" +0 $"'s S , 

where 

* ~s = 18E"'ItYG -IryG . 

From (4.20) we find that 

tE"'1tY6F",1tY6 = 0 uAu '# O. 

(4.20) 

(4. 21a) 

(4.21b) 

(4.22) 

Note that ouA" is invariant under the gauge transforma
tion (4.21). It is interesting to notice here that Eqs. 
(4.15), (4.18), and (4.22) give formally a sort of dual 
theory of Maxwell electromagnetism in the Lorentz 
gauge. 

It is clear from (4.18) that we have a field with only 
one degree of freedom; moreover, (4.18) and (4.19) tell 
us that A u derives from a pseudoscalar potential A and 
JU from a pseudoscalar potential p, i. e. , 

(4.23) 

Equation (4.15) tells us that p and A are related by 

where Po is an integration constant. 

The field F"'ltYfi is related to A by 

F"'ItYG =E",ItYG 0 A, 

and to p by 

F"'BY&=_ 47rE",S"G(p +Po)' 

(4.24) 

(4. 25a) 

(4. 25b) 

From (4. 25b) we conclude that Po represents the 
pseudoscalar version of the free-field solution to (4.12) 
and (4.13). Thus the free-field solution is a constant 
field. The free-field theory that we can extract from 
interaction (4.1) for the case of closed membranes is 
rather trivial (we do not have radiation as in EM). 

Two derivatives are necessary to relate A with F"'SY6. 
This situation is similar to the Hertz potential of EM. 
But a physical interpretation of this field A is difficult
perhaps it can be related to a field that should exist in
side the closed membrane (bag). 

It is surprising that for the interaction (4.1), which is 
the obvious generalization of the interaction that gives 
the FWE, we end up, in the case of closed membranes, 
with a pseudoscalar type of interaction. 

The situation in the case of open and semiopen mem
branes is such that we do no longer have a conserved 
current J"'1tY. There is a loss of current at the edges. 
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This situation can be fixed by adding an extra interac
tion to the action (3.1). This extra interaction can be 
constructed in such a way that gives a change in the 
equation of motion only for the edges. In effect, the 
procedure here is analogous to the procedure followed 
for open strings. 1 
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APPENDIX 

In this appendix we study some aspects of the free 
membrane equation of motion 

0'1lr'" 
Day ( )172 = O. 0"0' 

(AI) 

When the parametrization 
0; 0 .... I A 

X'x=x' x=x·x=O (A2) 

is imposed to (AI) this equation is reduced to 

a x'" a x'" a x'" (x'" a ---+---,--, +--- + ---
as x·x a~ X'x 01] X·X x·x as 

:1'" a x" 0) + -.--r ::;-t + ,.........,.... -.,- InvdetYAB =0. 
x' x Us X'X u1] 

(A3) 

This equation can be cast in the more appealing form 

o x"':; 1 ~ (VdetYEF yeD aIn X") = O. 
YAB vdetYAB 

(A4) 

Note that GAB is the d' Alambertian operato r for scalar 
junctions in the intrinsic space of the membrane. Also 
note that (A4) is not a linear equation, because Y AB is 
defined by (3.12). Due to the fact that (A4) is invariant 
under the change of "coordinates" 

we conclude that (A4) is equivalent to (AI). 

Obviously Eq. (A4) cannot be cast in a linear form 
uSing only the change of paramentrization (A5). There
fore, we will not have a general solution to the free 
membrane equation of motion. But we can study parti
cular solutions. 

The trivial solution to (AI) is 

x'" =a"'s + b" ~ + C"1] +d"', (A6) 

where aOt , b"', cOt, and d'" are constant vectors. This 
solution unhappily does not fulfill the requirements to 
represent the motion of a membrane because it does not 
satisfy any of the sets of conditions (2.14)- (2.17). 

An interesting particular case is the one that is ob
tained by imposing the requirement that y AB be con
formally flat, i. e. , the condition (A2) and 

(A7) 
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In this case Eqs. (A3) and (A2) imply 

o 
'"§1 (31 + Int) = 0, 

iJ 
~ (f+ln/)=O, 

a 
a7) (f + In!) = 0, 

(AS) 

i. e. ,lis a constant that can be chosen without loss of 
generality to be equal to one. Then Eq. (A3) is reduced 
to 

a2x'" a2x'" a2x'" 
a?"' - ap- - arT' =0. (A9) 

Hence, if one finds a solution to (A9) that satisfies (A2) 
in some range of its variables and condition (A 7) (with 
1 = 1) at a point belonging to that range, then the equa
tions of motion propagates the condition (A 7) (with 1 = 1) 
through the entire range of the variables where (A2) 
holds. 

Note that corresponding to Eq. (A9) in the string case 
is the general free string equation of motion, and that 
this equation of motion propagates the condition x . x 
+ x . x = 0 through the entire range of the variables where 
x . L", 0 holds. 

A solution to (A9) that satisfies the conditions (2. 17), 
(A2), and (A 7) at a point can easily be found as a series 
of circular functions. These latter conditions are ex
pressed as conditions on the coefficients of the series, 
in a manner analogous to the one found by Scherk in the 
case of strings. 12 But here it is not so clear that all the 
obtained conditions are consistent. This point together 
with a more sophisticated approach to Eq. (AI) using 
embedding techniques will be studied in a future paper. 
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Excitation of horizontally polarized waves in critical
coupling regions where the permittivity gradient approaches 
zero-Full wave solutions 

E. Bahar 
Electrical Engineering Department, University of Nebraska-Lincoln, Lincoln, Nebraska 68588 
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MaxweU's equations for inhomogeneous isotropic media are transformed into coupled ordinary differential 
equations for the wave amplitUdes. To facilitate the solutions of these equations for dielectric layers with 
critical coupling regions, a generalized WKB approach is used. To this end, sets of auxiliary functions that 
are solutions to the wave equation for homogeneous or linearly varying permittivity profiles are employed. 
"By introducing an additional set of auxiliary, parabolic cylindrical functions, the generalized WKB 
approach is extended to obtain suitable solutions for critical coupling regions of the dielectric layer where 
the gradient of the permittivity profile also approaches zero. Expressions for the reflection and transmission 
coefficients and the characteristic surface impedance for an inhomogeneous dielectric layer are derived as 
functions of the transverse wavenumber. Realizability and reciprocity relationships are also derived. 

1. INTRODUCTION 

Propagation of electromagnetic waves in inhomo
geneous media has been analyzed extensively in the 
technical literature. 1-5 Rigorous closed form analytical 
solutions for the electromagnetic fields have been de
rived for speCial permittivity profiles. In the general 
case, for which no closed form analytical solutions are 
known, various numerical and analytical methods have 
been developed. Thus, for example, for horizontally 
polarized waves, the inhomogeneous dielectric layer is 
subdivided into strips of finite thickness in which the 
dielectric coefficient is assumed to be uniform or as
sumed to vary linearly as a function of position. 6 The 
solutions for the fields in each strip satisfy the boundary 
conditions for the electromagnetic fields at the inter
face between two adjacent strips. Another method em
ploys Green's function techniques to rigorously formu
late the electromagnetic fields in terms of integral equa
tions5 which are solved using standard iterative tech
niques. However approximate results obtained by a per
turbation method do not necessarily obey all the condi
tions (such as energy conservation) satisfied by the ex
act solution. 

Using a generalized WKB technique Maxwell's equa
tions are transformed into coupled ordinary differential 
equations for a new set of dependent variables, the wave 
amplitudes. 7 The wave amplitudes are related to the 
transverse components of the electric and magnetic 
fields through the transverse wave admittances which 
locally depict the principal characteristics of the in
homogeneous permittivity profile. Thus for horizontally 
polarized waves in a slowly varying medium, devoid of 
critical coupling regions, the wave admittances are de
termined by regarding the medium to be locally homo
geneous. For critical coupling regions, the permittivity 
profile is regarded to be linearly varying and the cor
responding local wave admittances are expressed in 
terms of Airy integral functions. The formulation of the 
solution in terms of the coupled wave amplitudes is ri
gorous 7 and a program has been written to compute the 
electromagnetic fields and the reflection and transmis
sion coefficients. The results are shown to be consis
tent with energy conservation and reciprocity relation-
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ships up to five significant figures. However, this an
alysis7 is not suitable in its present form when the in
homogeneous dielectric contains critical coupling re
gions where the gradient of the refractive index also 
vanishes since the coupling coefficients become singular. 

To apply this generalized WKB technique to critical 
coupling regions where the gradient of the refractive 
index also vanishes, in our present analysis the per
mittivity profile is regarded to be locally parabolic and 
the wave admittances are expressed in terms of para
bolic cylindrical functions. Two different local charac
terizations of the permittivity profile in this region are 
considered and their relative merits are discussed. 

Energy conservation and reciprocity relationships for 
evanescent waves and uniform plane waves propagating 
through an inhomogeneous dielectric slab are derived. 
Expressions for the reflection and transmission coeffi
cients and the characteristic surface impedance are also 
derived as functions of the transverse wavenumber. 

2. FORMULATION OF THE PROBLEM 
The nonvanishing components of the horizontally 

polarized electromagnetic field due to a y directed elec
tric line source J, parallel to a horizontally stratified 
dielectric slab (see Fig. 1) are 

and 

aEy . ---=- tWIlHx, 
iJz 

aEy . H 
ax = - ZWIl '" 

in which 

J =J/i y=ll5(x - xs)l5(z - zs)ay, 

(2.1a) 

(2.ib) 

(2.1c) 

(2.2) 

where l5(x - xs) and l5(z - zs) are Dirac delta functions, 
and I is the intensity of the current filament. An exp(iwf) 
time dependence is assumed and E and /J., the permitti
vity and permeability of the medium of propagation, are 
assumed to be independent of the variables x and y. The 
dual problem, excitation of vertically polarized waves, 
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H~iJx+ H~(jz 

"""" L?~,~,,~,~,~,r."~,~'~'r."~,~,~,~,~,~r.e~t~~~:~:~~:7;7;7>7>;r.>~>~', 
EIZ) 

FIG. 1. Excitation of horizontally polarized waves by an elec
tric line SOurce parallel to an inhomogeneous dielectric slab. 

may be treated in a similar way by replacing the elec
tric line source J by a magnetic line source J m' 

On eliminating Hx and H~ from (2.1) we obtain the 
wave equation for E y , 1. e., 

( 
aZ aZ 0 (1) 0) . a?+"ii"?+jJ.a:z Il az +k

2 
Ey=LT(Ey)=zwjJ.Jy, ( ) 

2.3 
in which k = w(jJ.E:j1/2 is the wave number. We assume 
that no known analytic solution for (2.3) exists in closed 
form for the particular inhomogeneous medium consi
dered. Instead of solving the second-order differential 
equation (2.3) for Ey we proceed by transforming 
Maxwell's Eq. (2.1) for the transverse components Ey 
and Hx into a suitable set of ordinary differential equa
tions for a new pair of dependent variables, the wave 
amplitudes CPl and CPz. To this end we express the trans
verse components Ey(x, z) and Hx(x, z) in terms of their 
respective Fourier transforms E(/3, z) and H(/3, z). Thus 

Ey(x, z) = J_:exp[- ii3(x- x.)]E(/3, z) d/3, 

in which 

(2.4a) 

(2.4b) 

and a similar relationship exists between Hx(x, z) and 
H(/3, z). The completeness relationship associated with 
(2.4) is 

o(x - x.) = (1/271) i: exp[ - ii3(x - x s)] d/3. (2.5) 

Eliminating He from (2. 1b) and (2. 1c) we get 

oHx _. (E 102E\ (26) az--1WE: Y+k2a? YJ +Jy • • 

Multiply (2.1a) and (2.6) by exp[-ii3(x-xs)]dx/271 and 
integrate with respect to x, [_co, 00], to get the ordinary 
differential equations for the transforms E(i3, z) and 
H(/3, z) of the transverse field components E)x, z) and 
Hx(x, z) respectively; i. e., 

! E(i3, z) =iwjJ.H(i3, z), (2.7a) 
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(2.7b) 

in which J(f3, z) is the Fourier transform for the elec
tric current distribution 

J(f3, z) =10(z - z5)/271 

and 

k~q2 = kZ _/3z == k2(1 _ S2) == k2eZ, Ime ~ 0, 

and in view of Snell's law, 

13 = k(z)s(z) == koS 

in which ko is the free space wavenumber. Thus 

(2.7c) 

(2. Sa) 

(2. Sb) 

q2==n2_S2=:C2 +nz_1, Im(C)~O, (2.Sc) 

and the refractive index is n=k/ko• 

3. THE DIFFERENTIAL EQUATIONS FOR THE 
WAVE AMPLITUDES 

To facilitate the solution of (2. 7) for the field trans
forms E(f3, z) and H(f3, z), we express them in terms of 
two new dependent variables, the wave amplitudes 
CPl (S, z) and CPz(f3, z) defined by the following equations: 

(3.1a) 

and 

H==- (Yl CP1- Yzcpz), 

in which Y1 and Y2 are local transverse wave admittances 
associated with the wave amplitudes ¢l and ¢z respec
tively, Le., 

(3.2a) 

and 

(3.2b) 

in which In'g=(dg/dz)/g and the aUXiliary, local wave 
solutions, & and gz, are yet to be chosen. 7 Thus on 
substituting (3.1) into (2.7) we get 

and 

(3.3a) 

- YlCP{ + Yz¢'z= Y{cp - Y~¢2 - (1/iwll)k~2(¢1 + CPz) +J. 

(3.3b) 

In (3. 3) the primes denote differentiation with respect 
to z. After some algebraic manipulations we obtain 
from (3.3), 

(3.4a) 

(3.4b) 

in which the second-order differential operator L is 
given by 

[~ d (1) d Z 2] L(g)= -::i':"2+ IJ.- - -+k q g. 
dz dZjJ.dz 

(3.5a) 

The Wronskian W(gl' gz) and yT, the total wave admit
tance, are defined by 
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(3.5b) 

and 
yT = Y1 + Y 2 = (l/iwl1)W(gl, g2)/&g2' (3.5c) 

Equations (3.4) can also be expressed in matrix notation 
as follows: 

<I>'=(G + C) <I> +K, 

in which 

= (tP1) =(G
ll 

<I> tP2' G \ 0 

and 

C=(Cll 

C 21 

where 
Gii=gUgj, i=1,2 and Gjj=O, iolj, 

and for i '" j, 

(3.6a) 

(3.6b) 

(3.7a) 

Cij=-Cjj=g/L(gj)/W(gj,gj), i=l or 2, j=l or 2. 
(3.7b) 

The coupling coefficients C lj can be made to vanish only 
if solutions to (2.3) are known in which case tPi =gj 
(i = 1,2). However, this is not the case of interest in 
our present investigations. Hence, a judicious choice 
for the local auxiliary wavefunctions gl and g2 is 
such that the coupling coefficients C iJ are small com
pared to the local propagation coefficients Gll and G22 • 

The coupled differential equations (3.4) or (3.6) may be 
solved analytically using iterative approaches. One such 
method expresses the solution in terms of an infinite 
sum whose individual terms are associated with multi
ple reflections in the inhomogeneous layer. 1 USing an
other approach, the solution is expressed in terms of 
an infinite product. Thus, 7 

tP1 =gf IT exp( re Ci\ dz) 
n=O v 

=gf exp C~ je c;'1) dz, (3.8a) 

in which g~ is the initial expression for the auxiliary 
wavefunctions and 

Ci't =L(gn~/W(g1,g2), (3.8b) 

where the recurrence formula 

,,)1+1 n jZ C n d ( ) t;1,2=!h,2exp 11 z 3.8c 

is used to determine the successive expressions for the 
auxiliary wavefunctions. A similar expression can be 
written for 92' 

Numerical solutions to the coupled differential equa
tions (3.4) have also been obtained using the Runge
Kutta method. B In general, it is necessary to choose gj 
such that the coupling coefficients are not singular func
tions of zc 

4. CHOICE OF THE LOCAL WAVEFUNCTIONS FOR 
CRITICAL COUPLING REGIONS WHERE Iq2 I -->- a 
AND d(q2 )/dz -->- a 

In this section we generate suitable expressions for 
the auxiliary wavefunctions, gi(Z), for critical coupling 
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regions of the inhomogeneous dielectric, o::(z), where 

(4.1a) 

and the gradient of the permittivity profile vanishes, 
hence 

(4.1b) 

We assume here that for all z, 11 = 110' and, for example, 
for dissipative ionized media, q2(Z) can be expressed 
as2 

q2(Z) = C2 _ X(z)/[l- iZ(z) 1, (4.2a) 

in which 

X=(W/W)2 and Z=lJ/w, (4.2b) 

where the plasma frequency wp and the collision fre
quency lJ are functions of z. 

For regions that do not contain turning points (l- 0) 
the auxiliary wavefunctions gi are determined by the 
following local propagation coefficients8

: 

(4.3a) 

The coupling coefficients associated with (4. 3a) are for 
i#j, 

a dq 1 
Clj = - Cjj =4(1 = dz 2q' i = 1 or 2, j = 1 or 2. (4.3b) 

Substitution of (4.18) into (3.4) yields the familiar 
coupled WKB equations. 2 For critical coupling regions 
the auxiliary wave functions, gl, are determined by the 
following local propagation coefficients 7 : 

Gii =-a(ko/a)2/3w;W/w/W, i=1,2, (4.4a) 

in which w1 and w 2 are independent solutions to the Airy 
differential equations, the prime denotes differentiation 
with respect to the argument 

~=_(ko/a)2/3q2, (4.4b) 

and a is given by (4. lb). The coupling coefficients as
sociated with (4. 4)are 

C jj = - Cjj = tWjWj[ (k/ a)4 /3q4 

+ (k/ a)2 /3q2(W;/WY - (wl/2w j ) la' / a W(w j , WI)' 

(4.4c) 
Numerical solutions to (3.6) for permittivity profiles 
with turning points have been obtained. The coefficients 
Gli and Cij in (3.6) are given by (4.3) for regions where 
I ~~z) I "" 0.5, and they are given by (4.4) for regions 
where I ~(z) I < O. 5. 8 It can be shown that the reciprocity 
and the energy conservation relationships are satisfied, 
in general, only when the expressions for the coupling 
terms C Ii (i# j) in (3 A) are not neglected. 

For critical coupling regions in which a also vanishes 
(the q2 profile has two neighboring simple zeros or when 
q2 and a vanish at the same point), substitution of (4.4) 
into (3.6) yields a set of coupled differential equations 
that are not suitable for numerical computations since 
the coupling coefficients Cij in (4. 4c) are singular for 
a = O. Thus in these cases it is necessary to choose a 
different set of auxiliary wavefunctions. To this end we 
recast k~q2 as follows: 

k~q2 '" k~[q~ + q~'(z - zo)2/21 = K2(lJ + ~ _ ~2 / 4), (4.5a) 

in which 
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and zm is the value of Z where CI! vanishes, thus 

q;: =q2'(zm) = O. 

(4.5b) 

(4.5c) 

F or a parabolic pe rmittivity profile z 0 = const = Z m, 
'however, in general, Zo in (4. 5a) is given by 

~ =K(z - zo) ;,K[2(q2 - q~.)/q!"f 12. (4.6a) 

In order to obtain the proper square root, (4.6a) is ex
pressed as follows: 

(4.6b) 

where the principal square root is assumed in (4. 6b). 
Thus Z o(z m) = Z m and in general Z ° and Z m may be com
plex. The constants K and v are given by 

(4.7a) 

and 

(4. 7b) 

The fourth root in (4. 7a) is chosen such that ~ lies in 
the first or fourth quadrant when Re(z - z m) > O. The de
rivative of z ° with respect to z is 

dz o [2"( ) d
q2 JI 211( ) Tz= qm Z-Zo -Tz qm Z-ZO' (4.8a) 

On examining the Taylor series expansion of (4.8) about 
z = Z m it follows that 

1· dzo 0 Im-- . 
• ~'m dz 

(4.8b) 

The function k~q2 can also be recast as follows: 

k~q2= k~[Kl +q2"(Z) (z _ zo)2/2] =K2(V +t _ ~2/4), 

in which 

and 

Thus in this case, 

K=[- 2k~q211(Z)]1/\ 

v + t = k~1/K2, 

and 

hence 

dz o _ 0 dq2(Z) 0 
dz as --a;:- - . 

(4.9a) 

(4.9b) 

(4.9c) 

(4. lOa) 

(4. lOb) 

(4.10c) 

(4.10d) 

Both (4.5) and (4.8) reduce to the same form when the 
given q2 profile is parabolic. In general this is not the 
case. When (4.5) is used to define the constant parameters 
K and v (4.7), it is necessary to determine the value of 
zm (which may be complex) (4. 5c). However, when (4.8) 
is used though it is not necessary to determine the value 
of Z m' the parameters K and v are functions of pOSition 
z. 
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To obtain the expressions for the local propagation 
coefficients Gil in the region, where q2 - 0 and CI! - 0, 
we recast q2 as in (4.5) or (4.9) and regard K, v, and 
Zo as constants. Thus in view of (4. 5a), the local propa
gation coefficients are 

d . , 
Gli =K d~ lnU~(~) = In gl' (4. 11 a) 

in which U~(~) and U~W are linearly independent para
bolic cylindrical functions. For constant K, v, and zo, 
U~U:) are exact solutions of the differential equation 
(3.5a) with J1 = const. Thus 

[~+(V+~_~2)]U~W=0, i=1,2. (4.11b) 

A suitable choice for Ui(~) is given in terms of the 
Whittaker function, thus 9,2,4 

(4.11c) 

The coupling coefficients, C ii> associated with the local 
wave solutions, gl, (4. 11a) are evaluated in the next 
section where the consequences of casting q2 in forms 
(4.5) and (4.9) are discussed further. 

5. DERIVATION OF THE COUPLING COEFFICIENTS 
FOR THE LOCAL PARABOLIC CYLINDRICAL 
WAVEFUNCTIONS 

The auxiliary, local wavefunctions, gi' (4. 11a) for the 
critical coupling regions whe re I q21 - 0 and dq2 / dz - 0 
are 

(5.1) 

For the general case considered, K, v, and Zo are func
tions of z; thus 

d I )_d I[ l_[d~il dVo] I 
dz Uv(~ - dz Uv K(z - zo) - dz o~ + dz av Uv(~), 

(5.2a) 
in which 

~~ =K( 1- ~o)+ (z - zo) ~~. (5.2b) 

Thus for regions of the inhomogeneous medium where 
the permittivity profile is parabolic, (5. 1) reduces to 

gi = U~W, i= 1, 2, (5.3) 

and L(gl) = O. However, for the general case considered 

1 d2g i _ 1 d ( ) _ ( )2 d -~--- g.G·· - G·· +-G··, 
gl dz gj dz ." .. dz" 

(5.4a) 

where Gli is given by (4.11) and d/dz is interpreted as 
in (5.2). Thus it can be shown that 

:i L(gl) =[ k2q2+K2( ~rJ~o 

{ 
U~' _[k2q2 (Ui')2]} dK 

+ --rrrU }{'< + U· ~ dz 
v v 

(
oUi' 1 au! Ui') dv +K v v v aiJ-m -av (U~)2 dz' 

in which the primes denote differentiation with respect 
to the argument ~. The Wronskian W.(gl' g2) can be 
shown to reduce to 
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(5.4c) 

The coupling coefficients Cij = - Cjj = giL (g) l/W«(gi , gjl, 
(3.7b), can now be written explicitly in terms of the 
derivatives dzo/dz, dK/dz, and dv/dz. These derivates 
vanish only for regions where the permittivity profile 
is parabolic. Casting the q2 profile in the form (4.5) we 
determine dzoldz for a particular permittivity profile 
by using (4. Sa) while dK/dz and dv/dz are zero. When 
the q2 profile is cast in the form (4.9), the derivatives 
dK/dv, dv/dz, and dzo/dz are determined for a given 
permittivity profile by using (4. lOa), (4. lOb), and 
(4.l1cl respectively. Thus, when the value of the criti
cal point z =zm given by (4. 5c) can be readily deter
mined, it is more convenient to cast q2 in the form 
(4.5). In this case the coupling coefficients reduce to 

Cli = - Cjj = rr..U~[k2q2 + K2(U~lut)2](dzo/dz)KWe(u:" U~) 
(5. Sa) 

with dzo/dz given by (4. Sa), and for the particular choice 
of the parabolic cylindrical functions given in (4. llc) 
the Wronskian We is 

= W(Dv(i;), D-v_l(- is)) = exp[i(v + 1)1T/2]. (5.5b) 

For the q2 profile given by (4.2), 

2' _ X'(z) +i[X(z)Z'(z) - Z'{z)Z(z)] 
q -- [1- iZ(z)J2 

(5.5c) 

Thus if Z is a constant or if x'/X==Z'/Z, z is real and , m 
X (z m) = O. In general, however, z m may be complex. 

6. TRANSITION REGIONS OF THE COUPLED 
DIFFERENTIAL EQUATIONS 

In Secs. 4 and 5 a choice of three sets of auxiliary 
local wavefunctions, gi«(3, z), is considered to facilitate 
the solutions of the coupled differential equation (3. 6). 
The first choice which is suitable for slowly varying 
media devoid of critical coupling regions (q2 - 0) leads 
to the familiar coupled WKB equations. The wave am
plitudes 1>1> the local propagation coefficients Gii , and 
the coupling coefficients C ii associated with this choice 
of the local wavefunctions gl are identified by the super
script 1. Similarly for critical coupling regions where 
(q2) I = 0' does not approach zero the local wavefunctions 
are expressed in terms of Airy integral functions Ai 
and Bi. The quantities 1>0 Gil> and Cij associated with 
the second choice are identified by the superscript 2. 
For critical coupling regions in which both q2 and (q2)' 
approach zero, the local wavefunctions are expressed 
in terms of parabolic cylindrical functions U~(s). The 
quantities 1>i, Gil' and Cij associated with this choice 
are identified by the superscript 3. Thus (3. 6a) is 
written as 

¢i=(Gij+C'U)1>j, i,j=I,2andm=I,2,3. (6.1) 

To determine precisely which of the three formula
tions is to be used in (3.6) for a particular region of 
the inhomogeneous dielectric, we examine the uniform 
asymptotic expansions for the parabolic cylindrical 
functions, Dv(s), derived by Olver. 10 For Iv+~I» 1, 
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DvW ~ (21T)1/2(V +t)V 12 exp( _ V /2 - t l[d--.] 1/4 Ai(t), 
X -1 

(6.2a) 

in which 

= (v + ~ )[x(x2 _ 1) f 12 _ In[x + (x2 _ 1)1/2] (6.2b) 

and 

(6.2c) 

Thus 

(6.2d) 

where the lower limit Zc (corresponding to x = 1) is the 
critical point defined by 

q2(zc) = O. (6.2e) 

On employing the uniform asymptotic expansion for 
Ai(t) we obtain for x 'Ie 1 and I argt I.,,: 21T/3, 

DvW '" (v + i)V 12[ 4(x2 _ 1) ]-1/4 exp[ - (W 12 + v /2 + i) 1. 
(6.3a) 

For 21T /3.,,: argt.,,: 41T /3 

DvW == (v +t)" 12 exp(- v /2 - i) 
x [4(x2 - 1) ]-1I4[exp(_ W 12) + i exp( it3/2 ) 1. 

(6.3b) 
In critical coupling regions where x - 1 and t - 0 it 

can be shown that 

(6.4a) 

Thus for x-I, t ""~, where ~ is defined by (4.4b), and 

DvW ::::: (21T)1/2(V +t )vl2+1/6 exp[ - v /2 - i 1Ai(~). (6.4b) 

For Ixl- oo , it3/2-(v+i)(x2-~)-ln(2x) and 

Dv(S) = SV exp(- s2/4), I args I.,,: 1T/2, (6.5a) 

DvW == [SV exp(- S2 / 4) _ (21T)1/2 exp(v1Ti) s-(v+!) 

xexp(s2/4)/(-v-l)t], 1T/2.,,:args!S1T. (6.5b) 

Using Stirling's formula for Iv + 11» 1 it can be shown 
that 

(6.5c) 

Hence the solutions of (3.6) identified with the super
script m = 3 merge with the solutions identified by the 
superscript 2 for critical coupling regions where q2 - 0 
and (q2)' rf! O(x -1). These solutions merge with the solu
tions identified with the superscript 1 for regions where 
q2 cf 0 even when q2' - O(x - 0). For regions where both 
q2 _ 0 and q21 - 0, 1; - 0 and v + t - 0, thus the asymptotic 
expansions (6.2)-(6.5) are not applicable. The coupling 
coefficients C~j and C~i are singular in this region and 
(6,1) is solved with m = 3. The parabolic cylindrical 
functions U~W for s - 0 and v + ~ - 0 are readily evaluat
ed in terms of a series of ascending power of S. 9 

To determine which of the 3 formulations of (6.1) is 
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used to solve for the wave amplitudes ¢i in any particu
lar region, it is necessary to examine the independent 
variables 1;, (4.6a) or (4.9b) and~, (4. 4b). 8 For II;I 
<0.5 we set m=3 in (6.1) when I v+il<O. 5, and m=l 
when 1 v + i I> O. 5. However, for 1 I; I> O. 5, we set m = 2 
when I ~ 1 < 0.5, and m = 1 when 1 ~ 1 > 0.5. 

At an interface Z =ZT where a change is made from 
one formulation of (6. 1) to another it is necessary to 
impose the continuity conditions for the transverse com
ponents of the electromagnetic field. Thus for tn, l 
=1,2,3, 

(6.6a) 
and 

Gli ¢1' + G2'2¢2' = Gil ¢i + G~2¢~' (6.6b) 

Hence at Z =ZT *z., 

(~~)= G':z~ Git(~:2- GG~ GG:
2

- GG~ \ (~~). 
'+'2 ~ 11 - 11 22 - 11} '+'2 

(6.6c) 

The source term J in (3.4) results in a jump in the val
ue of ¢ i at the plane Z = Z s passing through the line 
source. Thus on integrating (3.4) with respect to Z in 
the infinitesimal region about z = z., we get for m = 1, 2 
or 3, 

(6.7a) 

and 

(6.7b) 

In solving (3.4) numerically the source term J is set 
equal to zero and conditions (6.7) are imposed at z = zS' 

7. CHARACTERISTIC WAVE PARAMETERS FOR AN 
INHOMOGENEOUS DIELECTRIC SLAB 

We consider here an inhomogeneous dielectric slab 
of thickness L bounded by semi-infinite homogeneous 
media E = El for z ~ 0 and E = 1::2 for Z ? L and assume 
that the slab is excited by a horizontally polarized wave 
incident from below the slab (z < 0) at an angle 81 given 
by 

From the continuity conditions for the transverse elec
tromagnetic fields at Z = 0 and Z = L we get 

and 

(

a(f3, 0)\ 1 

b(f3, oy = 2ikl C1 

(iklCl - G1({3, 0) ik1Cl - G2«(3, 0») (¢1«(3, o~ 
x \tk1 Cl + G1 «(3, 0) ikl Cl + G2(f3, 0) ¢2«(3, O)} 

(7.2) 

in which a«(3, 0) and b({3, 0) are the amplitudes of the in
cident and specularly reflected waves at z = 0, a(f3, L) 
is the amplitude of the transmitted wave at z = L, and 
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Im(kj)~O, Im({3)""0, Im(Cj)~O, i=1,2. (7.4) 

Thus the reflection coefficient at the reference surface 
Z= ° is 

R({3) = b({3, O)/a({3, 0), (7.5a) 

and the transmission coefficient is 

T({3) = a(l3, L)/a(l3, 0). (7.5b) 

The characteristic surface impedance is defined as the 
ratio - E~/Hx, thus for z = 0, 

Z s(i3) = (11/C1) [1 + R({3)]/[ 1 - R()3)] 

= [¢1 (13,0) + ¢a«(3, 0) l![Yl ({3, 0)¢1 (13,0) 

- Y 2«(3, 0)¢2CB, 0)], (7.6) 

in which 11j = ~ is the intrinsic impedance. When the 
layered dielectric structure supports trapped waveguide 
modes (conditions for total internal reflection within the 
slab are satisfied) the reflection coefficient R(I3) is a 
singular function of)3. Thus the wave parameters f3s 
associated with the guided waves satisfy 

1/R«(3s) = 0, Im(C j ),,; ° (i= 1,2), 

and the surface wave contributions to the fields are ob
tained by evaluating the residues of the integrand in 
(2.4a) at the singular points (3 = f3s. The surface waves 
can be excited by an electric line source (2.2) or by an 
incident plane wave provided there are lateral inhomo
geneities in the dielectric slab. 11 

Since the coupled differential equations (3.6) can be 
solved numerically with z = L as the initial point we can 
set a«(3, L) = 1 for convenience, thus T«(3) = l/a({3, 0) 
and condition (7.7) reduces to 

a({3s, 0) = 1/T({3s) = 0. (7.7b) 

The realizability condition, when the sources are below 
the dielectric slab, is obtained from energy considera
tions. For all z ? 0, 

(7.8a) 

hence Re(Z s) = Rs? 0 is consistent with the definition 
of Zs (7.6) and 

Re(l- IRI2 + R - R*) ~: ?Re (I T 12 ~n? 0, (7.8b) 

in which the symbol * denotes complex conjugate. If El 

and Ez are real and both Sl = {3/!?1 and 5a = {3/ka are real 
and less than unity (uniform plane waves above and be
low the slab), (7.8b) reduces to 

(7.8c) 

in which Ci and 771 are real, and for a nondissipative di
electric slab the equal sign is used. When 51 < 1 and 
52> 1, C2 is imaginary and (7.8b) becomes 

(7.8d) 

For a nondissipative slab this case corresponds to total 
internal reflection of the incident power and 

(7.8e) 
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When the source is near the lower boundary of the di
electric slab it is necessary to account for the excitation 
of evanescent waves characterized by Sl > 1, In this case 
91 is imaginary, and, if S2> 1, (7. Bb) becomes 

Im(R) ~ 0, (7. Bf) 

with Im(R) = 0 for a nondissipative slab. However, for 
S> 1 and S2 < 1 some energy is transmitted to the region 
Z > L, even though the incident wave is evanescent. In 
this case (7. Bb) reduces to 

(7. Bg) 

in which the equal sign is used for nondissipative slabs. 

In view of the normalization used in (2.4) and (3. 1) 
the reciprocity relationship in electromagnetic theory 
is 

(7.9) 

in which T1 (/3) and T 2(/3) are the transmission coefficients 
for waves incident from below and above the dielectric 
slab respectively. 

We conclude this section with an illustrative example. 
Consider a horizontally stratified ionized slab of 
permittivity , 

E:(z)=E:on2(z)=E:o(1-X(z», O~z~L, (7. lOa) 

and assume that E: = E:o for z < 0 and z > L. Thus (2. Bc), 
L e., 

(7. lOb) 

where 

X(z)=(wp/w)2=X1sinTz, (7.10c) 

and wp is the plasma frequency. Thus by setting 

X 1=C2, T=rr/2L, (7.10d) 

the permittivity profile (7.10) contains a critical coupl
ing point at Zc = L where both q2 = 0 and q21 == O. The di
electric slab is assumed to be excited from below (z < 0) 
by uniform plane waves at angles of incidence e. Thus 

(7.10e) 

The computer program used to calculate the reflec
tion and transmission coefficients R(/3) and T(/3) respec-

TABLE I. Numbers in parentheses are for inverted permittiv
ity profile (7.12). 

e R({J) T(f3) Z.(f3)/1] 

0 .197-i.575 - .240-i. 757 .646 -i1.18 
(.492 + i. 357) (- .240 - i. 757) (1. 64 + i1 :85) 

97T/100 .254 - i. 543 -.192-i.776 .752 -i1.28 
<. 478 + i. 363) (- .192 - i. 776) (1. 58+i1. 79) 

197T/100 .405 - i. 396 - . 019 - i. 824 1. 33 - i1. 55 
(.422 + i. 378) (- .019 - i. 824) (1. 43 + il. 59) 

297T/I00 .475- i. 094 .297 - i. 823 2.69 - i. 659 
<. 305 + i. 376) (.297 - i. 823) (1. 23 + i1. 20) 

397T/I00 .262 + i. 169 .721-i.617 1. 57+ i. 588 
(.125 + i. 285) (. 721 - i. 617) (1. 07+i. 673) 
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tively, (7.5), and the surface impedance Zs(f3}, (7.6), 
is based on the representation of q2 in terms of K, v, 
and t as given by Eqs. (4.5)-(4.7). Thus the coupling 
coefficients eli' (3.7b), are obtained from (5.4) using 
(4.8a) for dzo/dz and setting dK/dz = 0 and dv/dz = O. 
The numerical solutions are subjected to the energy con
servation test, (7.8c), and the reciprocity test, (7.9). 
For the special case considered, E:1 = E:2 == E:o, and 
Im[E:(z)]=O, thus (7.8c) reduces to 

1_/RI2=/T/2, (7. 11 a) 

and (7. 9) reduces to 

(7.11b) 

To obtain T2(f3}, instead of exciting the dielectric slab 
from above (z > L) it is simpler to invert the permit
tivity profile. Thus (7.10c) is replaced by 

X(z) =X1 sinT(L - z), (7.12) 

and therefore for this case the critical coupling point 
is at Zc = O. These computations are shown to satisfy 
both reciprOcity and energy conservation relationships 
to at least three significant figures. For the profile con
sidered with L = O. 5 wavelengths, the computer program 
uses all three formulations (m = 1, 2, 3) of the coupled 
differential equations, the transition equations (6.6c), 
and the boundary conditions (7.2) and (7.3) (see Sec. 6). 
The electromagnetic field components E, and Hx and the 
propagation parameters R(/3), T(/3), and Zs(/3) for each 
angle of incidence e are computed in 2.5 seconds. Re
sults of these computations are given in Table L 

8. CONCLUDING REMARKS 

A generalized WKB approach has been applied to deter
mine the excitation of horizontally polarized waves by 
an electric line source in an inhomogeneous dielectric 
with critical coupling regions in which the gradient of 
the permittivity profile also vanishes. This method is 
based on the conversion of Maxwell's equations into a 
set of ordinary first-order differential equations for 
the wave amplitudes ¢i which are related to the electro
magnetic field transforms through the wave admittances 
Y;, (3.1). To facilitate the solution of these equations, 
the expressions chosen for the wave admittances locally 
depict the principal characteristics of the permittivity 
profile. To this end the inhomogeneous dielectric is 
subdivided, in general, into three regions. For slowly 
varying media devoid of critical coupling regions / t / 
> 0.5 and / ~ / > O. 5, we set Y; = Q/170 where 170 is the 
free space intrinsic impedance. For critical coupling 
regions (q2 '" 0) where C\' = (q2)' does not approach zero, 
/ t / > O. 5 and / ~ / < O. 5, the local wave admittances are 

given by (3.2) with (4.4a) substituted for In'g; = Gii • 

These two regions were dealt with in an earlier analysiS 
of the problem. 7 Since the formulation of the solution 
in terms of the coupled wave amplitudes (3.4) is rigo
rous, numerical solutions for the reflection and trans
mission coefficients R(/3) and T(/3) have been computed 
accurately to five significant figures as evidenced by 
reciprocity and energy conservation tests. 8 A program 
has been written to compute the electromagnetic fields 
in an inhomogeneous dielectric slab together with the 
surface impedance and the reflection and transmission 
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coefficients for an incident plane wave. The exection 
time for a single incident plane wave is less than one 
second for either nondissipative or dissipative dielec
trics. If the coupling terms CiJ are neglected (as is 
done when approximate procedures are used), good 
agreement with energy conservation and reciprocity re
lationships is not achieved. 

The earlier analysis of the problem7 and the computer 
program based upon it is not suitable for inhomogeneous 
dielectrics with critical coupling regions (q2 - 0) where 
C\' = (q2) I _ 0, since the coupling coefficients C Ii become 
singular. This limitation has been removed in our pre
sent analysis through an appropriate choice of the local 
wave admittances Y j • Thus for critical coupling regions 
where q2 - 0 and C\' - 0, Il; I < O. 25, Y j is given by (3.2) 
upon substituting (4. lla) for Gli = In'g j • Two different 
local characterizations of the q2 profile [(4. 5a) and 
(4. 9a)] are considered in detail and the corresponding 
coupling coefficients Cli are derived (Sec. 5). By using 
(4.5a), for instance, it is shown that CiJ - 0 as both q2 
and C\' approach zero. Thus the present formulation of 
the first-order differential equations (3.4), for the wave 
amplitudes is readily solved using standard numerical 
techniques,8 even for regions where q2 - 0 and C\' - O. 
(Sec. 7). 

In Sec. 6 several uniform asymptotic expansions for 
the parabolic cylindrical function Dv(l;) have been pre
sented to demonstrate that the local wave solutions for 
parabolic permittivity profiles merge with those de
rived earlier for regions where q21 fc O. However, to nu
merically solve (3.6), it is not necessary to evaluate any 
of these asymptotic expressions. The parabolic cylin
drical functions Dv(l;) are used only in regions of the 
permittivity profiles where I II + t 1< O. 5 and Is 1< O. 5 
(q2 _ 0, q21 _ 0) and the Airy integral functions wj(l;) are 
used only in regions where ~ - 0 (q2 - 0, l'., 0). Thus 
only series expansions of Dv(l;) and Wj(~) in ascending 
power of the arguments l; and ~ respectively are needed 
for the purpose of the numerical computations. Realiza
bility and reciprocity relationships for inhomogeneous 
dielectric slabs are examined and expressions for the 
reflection and transmission coefficients and the char
acteristic surface impedance have been derived as func
tions of the transverse wavenumber {3. The surface 
waves supported by the inhomogeneous dielectric are 
shown to be characterized by the wave parameters (3s 
given by l/R({3 s) = 0, (7. 7a). 
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It is interesting to note that the technique used to trans
form Maxwell's equations into sets of ordinary first
order differential equations for the wave amplitudes is 
also used in solving problems of propagation in irre
gular waveguide structures. 12 The advantages of employ
ing basis functions (and corresponding wave admittances) 
that locally depict the prinCipal characteristics of the 
irregular guiding structure have been examined for 
waveguide bends and transition sections. 13,14 
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The generalized distribution functions CT n (C!l) specify the probability of finding a subset of n molecules in a 
specified configuration and simultaneously a subvolume empty of all other molecules, whereas the 
conventional distribution functions p. specify only the configuration. The Mayer integral equation theory 
~or the p. is generalized assuming short-range intermolecular forces to express both the p. and CT. as sums of 
mtegrals over the CT. and a kernel dependent on the forces. For the nearest-neighbor lattice gas, certain of 
these relati~ns are equivalent to those obtained by Widom and Van Leeuwen for the probabilities fn that an 
empty site IS surrounded by n filled sites. The intimate relation of these relations, the Kirkwood-Salsburg 
integral equations, and the generalized distribution functions is thus displayed. 

1. INTRODUCTION 

The distribution functions usually employed in 
equilibrium classical statistical mechanics are defined 
by the statement that Pn({n}) is the probability of finding 
a set of n molecules in the arbitrary configuration {n}. 
OccaSionally certain generalized distribution functions 
have been used. An example is the function O'n({n}1 w), 
which is the probability of finding a set of n molecules 
in the arbitrary configuration {n} and simultaneously 
a particular subvolume w of the system empty of all 
molecules except possibly for members of set n with 
specified configurations. A further example is the oc
cupation probability obtained by averaging 0' over all 
configurations of set n within w. Such quantinties some
times appear as adjuncts in the derivation of results 
involving the conventional distribution functions, for 
example in the derivation of fluctuation theorems. 1,2 

They have also been studied in their own right in order 
to obtain alternative descriptions of the properties of 
classical fluids. 3-5 

In Secs. 2 and 3 of the present paper we use the 
methods of Mayer's theory of integral equations6 to give 
a compact derivation of various integral relations be
tween the two kinds of distribution functions assuming 
short-range intermolecular forces. The results express 
each Pn as a sum of integrals containing am functions and 
a kernel dependent on the forces. The set of formal 
relations derived here is more complete than that 
presented in earlier papers, and the derivation allows 
a clearer view of how the generalized distribution func
tions fit into the ordinary integral equation theory. One 
advantage of the development is that it leads in an ob
vious way to new integral relations involving only 0' dis
tribution functions. These are given in Sec. 4. 

It is shown in Sec. 5 that for the particular case of 
a nearest-neighbor lattice gas some of the results in 
Secs. 3 and 4 reduce to equations derived by Widom7 

using an unconventional method of studying certain 
averages of the potential energy of a test particle. The 
~quations contain the probability In that an empty site 
IS surrounded by exactly n filled sites. For a lattice 
with Z nearest neighbors per site the four equations re
late the Z + 1 occupation probabilities to the internal 
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energy function, the activity, the concentration, and to 
E/kT, where - E is the nearest neighbor interaction en
ergy. For Z = 3 the thermodynamic functions determine 
the In completely and for Z = 2 they imply a certain par
tial differential equation for the grand partition function. 
Van LeeuwenB rederived these results in a more con
ventional manner and obtained additional results in
cluding a relation between next-nearest-neighbor cor
relations and the functions In' We refer to his paper 
for a full discussion of the significance of these results. 
There appear to have been no other studies of this very 
economical and graphic description of a lattice gas, 
perhaps partly because the functions In do not seem to 
occur naturally in conventional statistical mechanical 
procedures. One of the main objectives of the present 
formalism is to display the intimate relationship of the 
Widom results both to the Kirkwood-Salsburg integral 
equations ,9 which are a subset of the Mayer equations, 
and to the theory of generalized distribution functions 
for fluids. 

2. DISTRIBUTION FUNCTIONS IN THE PRESENCE 
OF AN EXTERNAL FIELD 

A. Molecular distribution functions Pn (.pl 

We consider a system of volume V temperature T , , 
and activity z in the presence of an external field <p. The 
potential energy due to this field of a set of n molecules 
in configuration {n} is denoted by <pn({n}). The grand 
canonical ensemble results for the partition function 
z (<p) and the conventional distribution function P ({n}1 <p) 
giving the probability that there is a set of n mOlecules 
at the coordinates in} within the volume element d{n} 
are summarized by6 

where 

Gn(<p) = Z (<p )Pn({n} I <p)/ zn, 

G~(<p) = G~exp[ - <pn( {n})/kT], 

G~= exp[ - Un({n})/kT]. 

(2.1) 

(2.2) 

(2.3) 

(2.4) 

Un is the potential energy of the set of n molecules apart 
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from the contribution from the external field cpo The 
convention used here that G~(cp = 0) is written simply as 
G~ is applied to all functions cp. The convention Po = 1 is 
also used. The inverse of (2.1) is 

The generalization to multicomponent systems of 
these equations and the ones which follow can be made 
very simply following Mayer's method. 6 

Equations (2.1) and (2.5) can be combined to give 

Gn(cp) = ~ z7 (G~7r(CP) 
m"O m. Jv Gn+m 

(
'" (- Z)I !v ) X LJ -l'- Gn+m+1d{l} d{m}. 
po . v 

(2.6) 

In this equation we next replace l by P - m and note that 

(2.7) 
m~O P-m~O p .. O r?F0 

so that the result is 

(2.8) 

where the kernels are defined by 

The summation (L: {mh) is over all the possible subsets 
{mh of the set p. There are p 1 /m 1 (p - m)l different 
distinct subsets of size m. 

When cP n for any set of n molecules has the form 

cpn({n})= .6 CPl«i)), (2.10) 
len 

then Eq. (2.8) reduces to the basic equation of the func
tional formalism as used by Munster and others. 10,11 

Here (i) denotes the configuration of molecule i and the 
summation is over all molecules of the set n. Equation 
(2.8) is not one of the Mayer equations6 but is a con-
venient generalization. 

B. Generalized distribution functions an (w,.p) 

We define 0n({n} I W, cp) to be the probability that in a 
system in the field a set of n molecules will be found at 
the coordinates {n} and simultaneously a particular 
subvolume w be empty of all molecules except possibly 
for members of set n. By arguments similar to those 
which lead to Eq. (2.1) we can obtain 

Qn(W,cp)= ~ (zm/ml)j G~+m(CP)d{m}, (2.11) 
m3-0 v-w 

where the abbreviation 

(2.12) 

has been used. The positions of the molecules of set m 
in the integral are constrained by the limits of integra
tion to the volume V minus its subvolume W. 

C. Relationships between Pn and Un functions 

Now suppose that an external field is applied which is 
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nonzero only within the subvolume W. We denote such a 
field by cp(w) and the potential energy due to this field of 
a set of n molecules in configuration {n} by CPn({n}1 w). It 
is straightforward to show that the kernel ~+n,n,o(cp(w)) 
is zero if any molecule of the set p is outside of the sub
subvolume w. Hence the integral equation (2.8) can be 
written in the form 

Gn(cp(w)) = 6 (zP/pl) j Gn+P~+n,n.o<CP(w))d{p}, (2.13) 
p~o w 

where the range of integrations is restricted to the 
subvolume w. 

For the purposes of the present paragraph only 
consider a particular external field cp(w) such that the 
potential energy due to this field of any set of molecules 
assumes the form in Eq. (2.10). It follows from Eq. 
(2. 1) that the function 

G~(cp(w)) '" Gn(cp(w))/ exp[ - cp/w)/kT] 

can be calculated from 

(2.14) 

G~(cp(w)) = ~ (zmjm l) j G~+mexp[ - CPm(w)/kT] d{m}. 
m~O v 

(2.15) 

For the case of a field such that CPl (w) - 00 everywhere 
with w for any molecule, the right-hand side of Eq. 
(2.15) is seen, by comparison with (2.11), to be equal 
to Qn(w). Hence, by dividing both sides of Eq. (2.13) 
by exp[ - CPn(w)/kT] and considering the same kind of 
field one obtains an expression for Qn(w). The function 
~+n,n,o(cp(w))/exp[ - CPn(w)/kT] therein is equal to (-1)P 
when the members of set p are all within wand so the 
result is 

Qn(w)= 6 (-z)P/pl]j Gn+pd{p}. (2.16) 
p~o w 

The inverse of the last equation is 

Gn=~ (zm/ml)J Qn+m(w)d{m} (2.17) 
m"'O w 

as can be verified by substitution for Q in (2.17) using 
(2.16). 

The functions Gn+!> can now be eliminated from the 
expansion of Gn(cp(w)), Eq. (2.13), by substituting the 
definition of the kernel functions j(J and the identity for 
summations in Eq. (2.7). By employing Eq. (2.16) one 
obtains the result 

Gn(cp(w))= ~ (zm/m!)J exp[- CPn+m(w)/kT]Qn+m(w)d{m}. 
m;:,O (.oJ 

(2.18) 

The inverse is 

exp( - CPn(w)/kT]Qn(w) = ~ [(- z)m/ml] j Gn+m(CP(w))d{m}. 
m~O w 

(2.19) 

The principle results of this section are Eqs. (2.18) 
and (2.19) which reduce to (2.17) and (2.16) for cP=O. 
The latter equations were previously obtained by Squire 
and Salsburg4 in a different way. 
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3. INTEGRAL RELATIONS BETWEEN THE Pn 
AND Un 

Integral equations for the various distribution func
tions can be obtained by identifying the external field of 
the previous section as being due to a set of k molecules 
fixed in configuration {k}. In that case we have 

cp.({n}) = Unlk({n}:{k}) , (3.1) 

where 

Un:k({n}:{k}) = Un+k({n+ k}) - Un({n}) - Uk({k}). (3.2) 

Equations (2. 1) and (2. 8) then give 

These are the Mayer integral equations6 for the dis
tribution functions G. For a system with pairwise inter
molecular forces the set of equations with n = 0 and k ~ 1 
is equivalent to the Mayer-Montroll hierarchy3 and the 
set with k = 1 and n ~ 0 is equivalent to the Kirkwood
Salsburg hierarchy. 9 

The same identification of the external field as being 
due to a set of k fixed molecules can be used in Eq. 
(2.18). In this case we assume that the range of inter
actions has a cutoff so that for a set of k molecules in 
configuration {k} we may define a subvolume, w({k}), 
such that any other molecule has nonzero energy of in
teraction with set k if and only if it is within the sub
volume. Equation (2.18) then reduces to 

(3.4) 

where the function ~m(w( {k}», which is unity when all 
molecules of set m are within w({k}) and is zero other
Wise, has been introduced to avoid a complicated sub
script on the integral sign. 

The last equation can also be derived directly from 
the Mayer equations (3.3) by similar steps to those used 
to obtain (2.18) from (2.13). An equation equivalent to 
(3.4) with k = 1 and n = 0 has been obtained by Squire and 
Salsburg4 from the corresponding Kirkwood-Salsburg 
equation for pairwise forces. The attraction of Eqs. 
(3.4) compared with the Mayer equations is that the 
number of nonzero terms on the right is much less at 
least for short-range forces. 4 The strikingly compact 
results of Widom for the lattice gas7 •

8 are an example 
of this as we shall see in Sec. 5. The difficulty is to 
find a self -contained method for calculating the func
tions Qn' and this has never been satisfactorily solved. 
It is interesting that the present method leads to certain 
relations involving only the Qn functions as follows. 

4. INTEGRAL RELATIONS BETWEEN THE FUNCTIONS 
an ALONE 

The steps which lead from (2.1) to (2.8) and (2.16)
(2.19) can be applied to the basic equation for Qn' Eq. 
(2.11). The results are 
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Qn(w, cp)= 2:; (z~/p!) j Qn+/w)~+n.n.o(CP)d{P}, (4.0 
~.O V-w 

Qn(w,cp(w'»= 2:; (zm/m!)j exp[-cpn+m(w')/kT] 
m»-O w'-w 

(4.2) 

exp[ - cpn(w')/kT]Qn(w + Wi) = 2: [(- z)m/m!] 
m~O 

x j Qn+m(w, cp(w'»d{m} , (4.3) 
w'-w 

w' - w denotes the subvolume w' minus any part of it 
which is common to the subvolume w. Equations (4.1)
(4.3) with W=O are equivalent to Eqs. (2.8), (2.18), and 
and (2.19), respectively. Equations (4.2) and (4.3) with 
cP = 0 give two further equations which are equivalent to 
(2.17) and (2.16) for w=O. 

5. WIDOM'S RELATIONS FOR A LATTICE GAS 

We consider an homogeneous lattice gas in which the 
interaction potential for a pair of particles is - € (€ > 0) 
when they are nearest neighbors, 00 when they are on 
the same site, and zero otherwise. Integration signs 
are now interpreted as appropriate lattice summations. 
The subvolume w({k}) for a single particle i in con
figuration (i) will be written 

w(i) = s(i) + Z(il, (5.1) 

where S(i) denotes the particular site occupied by the 
atom and Z(i) denotes the Z sites nearest-neighbor to 
that site. Finally, we define 

x=exp(E!kT), u=-U/N€, (5.2) 

where U is the mean potential energy. 

Two of Widom's relations follow almost at once from 
Eq. (3.4). When set k comprises a single particle 
labelled (i), Eq. (3.4) reduces to 

Pn+l({n}, (i»/ z = exp[ - Un: 1 ({n}: (i)/k T] 

x(2:; xmpmln({n}1 (i)), (5.3) 
moO 

where 

(5.4) 

~m(Z(i» is unity when all members of set m are on the 
specified Z nearest-neighbor sites and is zero other
wise. Thus Pm I ,,({n} I (i) is the probability of finding n 
particles in configuration {n} and simultaneously a par
ticular site S{i) empty and with exactly m nearest
neighbor particles in addition to any members of set n 
which are nearest neighbors. 

For n = 0 Eq. (5.3) is equivalent to the Widom relation 
z 

p/z(l-p)=(2:; xmlm) , (W1) 
moO 

where 1m = Pmlo(l - p)-l is the probability that a vacant 
site has exactly m particles as nearest neighbors and 
p is the fraction of sites occupied by particles. 
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When the particle of set 1 is a nearest neighbor to 
S(i), one can obtain from (5.4) 

ZPm /1 = (m + 1)P(m+1)/0' (5.5) 

For n = 1 Eq. (5.3) for the pair distribution function P2 
for two nearest-neighbor particles can then be reduced 
to 

z 
P2=z(1-p)( ~ mx"'fm)/Z. (5.6) 

m::o O 

This leads to Widom's relation for the internal energy 
z 

2pu/ z(1 - p) = ( ~ mx"'/m ). (W2) 
m=O 

For Z> 2 one cannot, of course, express Pm / n (n ~ 2) 
in terms of the 1m , and so the theory of the higher order 
distribution functions introduces parameters additional 
to the 1m' However, from (5.3), one average can always 
be calculated from the 1m: 

J Pn+1 (1n}, (i})~n(Z(i)) d{n} 
V 

z 
=z~Z(l-I)o .. (l-n+l)xlpl/o, n~Z. (5.7) 

1=0 

For n=O,1 this is equivalent to (WI) and (5.6). 

The two remaining Widom relations and an additional 
result due to van Leeuwen follow in the present context 
from (4.2) with cp = 0: 

<Tn(w) = 6 (m!)"lJ <Tn+m(w+w/)d{m}. (5.8) 
m=O ~'-w 

The choice n = 0, w = S (i), w' - w = Z(i) leads at once 
to the obvious normalization condition 

(W3) 

when it is recalled that <To(S(i» is (1 - pl. The deriva
tion of the remaining equations can be simplified by 
introducing8

•
12 

pg m = (m ! )_1 J <11+m «i), {m} I w(i) )~m(Z(i» d{m}, 
V (5.9) 

hm = (m !)~1 1 <Tm({m}I Z(i»~m (Z(i» d{m}. 
V 

gm is the probability that a particle has exactly m 
nearest neighbor particles and hm the probability that a 
site has exactly m nearest-neighbor particles no matter 
whether the side is filled or empty. By definition one 
has 

hm = pgm + (1 - p)/m (5.10) 

as can also be derived formally from (5.8). The ad
ditional relation 

pgm=zxm(1-p)/m (5.11) 

follows by substituting 

<T1+m«(i) , {m}lw(i)= 

(5.12) 

into the definition of g m' The last equation follows 
directly from the definition of <T functions, Eq. (2.11). 

The remaining relations express the fact that the 
average defined by 

(5.13) 
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can be expressed in terms of the 1m functions when i is 
not a member of set n. Substituting for p = <T (0) from 
(5. 6) with w = 0 and w' = Z(i), one obtains

n 
n 

z 
S = 6 m(m -l} ••• (m - n + l)h n m 

m=O 

Z 

= 6 m(m -1) Q. Q (m - n+ 1) 
m=O 

X [1 + zx ml/m(l - p). (5.14) 

For n= 1 one has 51 = Zp, and then the last equation 
combined with (W2) leads to 

z 
6 mlm = (Z - 2u)p/(1- p). (W4) 
m=O 

For n = 2 Eq. (5.13) involves at least nearest-neighbor 
pair correlations. The consequences of this for Z=3,4 
have been discussed. 8 

The emphasis in the papers on the Widom relations7 ,8 

was very much on exact properties of the Ising model. 
The most important missing element is a generalization 
of the virial theorem to lattice gases which would relate 
the pressure to P2 or the generalized distribution func
tions. The present scheme suggests no way of doing this 
this. It does give integral equations, (4.l}-(4.3), which 
could be solved approximately for the functions Pm / nand 
hence for the Widom functions 1m' This is a more 
economic procedure than solving the Kirkwood-Salsburg 
equations for the Pn because it removes the kernel KO 
which has the inconvenient property of being nonzero in 
configurations in which particles are assigned to the 
same site. 13 However, as far as we have been able to 
discover, the functions do not lend themselves to making 
approximations which appear radically more attractive 
than those employed in other methods, and the equa
tions are still very unwieldy. Since there are already 
many apprOXimate methods for the classical lattice gas 
problems, we do not discuss this further. We have, 
however, found the scheme relatively advantageous in 
treating the properties of dilute systems of interacting 
lattice defects such as impurities and vacancies in sys
tems which show order-disorder phenomena in the ab
sence of the defects. This aspect is being studied fur
ther because conventional methods for lattice defects14 
are not suited to such systems. 
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All the connected subgroups of the Galilei group G- and of its central extension G-are detennined and 
classified up to a conjugation of G-respectively G-and also up to an isomorphism. In order to construct 
these subgroups, some general properties on subalgebras of a given Lie algebra have been proved. It is 
interesting to note that the subgroups of G are derived from the subgroups of G. 

1. INTRODUCTION 

Recently the classification, up to a conjugation, of 
the connected subgroups of the Poincare group P has 
been achieved. 1 As an application of this study, it has 
been possible to select the connected subgroups of P 
invariance groups of electromagnetic fields-and also 
to determine explicitly these fields. 2 

Here a similar classification is undertaken for the 
Galilei group G. 3 In fact we must distinguish G (ten
parameter group) from its physical extension4 G 
(eleven-parameter group). 

The knowledge of the connected subgroups of G and G 
can be used in several types of physical problems, in 
particular: 

(i) A study similar to the one given in Refo 2 in the 
relativistic case could be considered, i. e., the classifi
cation of the connected Galilei subgroups which are 
invariance groups of electromagnetic fields and the 
determination of these corresponding fields. 5 Cases of 
physical systems placed in an external field have al
ready been studied by the help of representations of 
their corresponding invariance groups: let us mention 
the study concerning a nonrelativistic particle in the 
field of a constant and uniform electromagnetic fieldS 
and also in the field of an electromagnetic wave in the 
dipole approximation. 7 The conclusions which are drawn 
from these group theoretical analyses of elementary 
particles in an external electromagnetic field gives rise 
to the interest of a complete study of these invariance 
groups. 

(ii) As is well known, the free Schrodinger equation 
is invariant under the Galilei group. More precisely, it 
has been shown by Niederer8 that the greatest invariance 
group-acting on space-time-of the free Schrodinger 
equation is what has been called the Schrodinger group, 
Sch, a twelve parameter Lie group, which, of course, 
contains G as a subgroup. 9 Then, the knowledge of the 
subgroups of G allows us to compute the different 
types of interaction potentials invariant under sub
groups of G and therefore to classify the Schrodinger 
equations corresponding to systems of particles in in
teraction, and carrying asymmetry, according to their 
invariance groups. It must be noticed that, for such an 
investigation, it is more interesting to know the sub
groups of G up to a conjugation under Sch. than up to a 
conjugation under G itself. However, it can be added 
that the table of the subgroups of G will proj ect light on 
the classification of the subgroups of Sch. 10 
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(iii) It is worth noticing Ref. 7, in which an interest
ing use of some subgroups of G is considered in order 
to find the evolution operator allowing to go from the 
Schrodinger picture to the Heisenberg one, for systems 
the Hamiltonian of which possesses as invariance group 
a subgroup of G whose subgroups have particular 
properties. 

We must add that studies of the closed subgroups H of 
the Euclidean group E and of the Galilean group G have 
already been achieved l1 : In these works the authors are 
interested in the corresponding homogeneous spaces 
E/H and G/H bearing a bounded invariant measure in 
view of the description of ergodic states of a C*-algebra. 

Now concerning the following study, let us point out 
the three following points already mentioned in Ref. 1: 

(a) The classification of all the connected subgroups 
of a connected Lie group G is given by the classifica
tion of all the Lie subalgebras of the Lie algebra g of 
G. 

(b) It is clear that we are interested in subgroups up 
to a conjugation. In fact the subgroups (subalgebras) of 
G (g) and G (q) will be given + up to a conjugation of 
G, + up to an isomorphism. 

(c) One can remark that if the set of the subalgebras 
of a Lie algebra g is a lattice, the set of the conjugacy 
classes is not (in general) a lattice, but only a partially 
ordered set (p. o. s. ) II (g) (order = inclusion). 

This paper is built as follows: After recalling some 
essential properties of the Lie algebras g and q (Sec. 
2), a general theorem describing the maximal sub
algebras of a real Lie algebra is settled (the proof of 
which is given in Appendix A) and applied to the deter
Tination of the maximal subalgebras (sons) of g (and 
g) and of the maximal subalgebras 2f these maximal 
subalgebras (grandsons) of g (and g) (Sec. 3). 

The classification of the one-dimensional subalgebras 
of C; and q by the help of invariants is given in Sec. 4. 

It is then shown in Sec. 5 how to deduce simply the 
subalgebras of g from the knowledge of the subalgebras 
of g. 

The two last sections are devoted to the determination 
and classification of the g-sub~lgebras of dimension be
tween two and six, and of the C -subalgebras of dimen
sion between two and seven. All the results are 
gathered in several tables. 

Copyright © 1976 American Institute of Physics 941 



                                                                                                                                    

The Euclidean groups in g (and ij) are specially 
studied in Appendix B. 

2. STRUCTURE OF THE LIE ALGEBRAS g AND g 
A. Group law of G and commutation relations of g 
(and ijl 

Let us write the most general element g of G, g 
= (d, c, b, R), R being a rotation, b a pure Galilean 
transformation, (d, c) a space-time translation. 3 

The group law is then 

g'. g= (d', c', b', R) (d, c, b,R) 

= (d' +d, c' +R'c + db' ,b' +R'b, R'R). (2.1) 

By considering an infinitesimal transformation 

(d, c, b,R) = 1- i(5, y,~, a), 

the action of G on its Lie algebra g can be written 

(d, c, b, R)(5, y, ~; c1j(d, c, b, R)-1 

= (5, y', ~', a') 

= (15, Ry+ 5b- d R~- (Ra) /\ (c - db),Rf'- (Ra)/\ b,Ra). 

(2.2) 

By the help of the representation (2,1), one deduces the 
commutation relations of the Lie algebra g of G. 
Denoting by J}> K J, PJ (j = 1,2,3) the rotation, Galilean 
boosts, space translation generators respectively and 
by H the time-translation one, the nonzero CR are 

[JjJ J~] = i€rttIJI, [Jj , K k ] = i€JkIKI' 

[JJ'P
'
.] = i€mPI , [KJ,H]=iPJ• 

The CR of q differ from that of g only by 

[Kj, PI] =iojlmI =i5J1M. 

For the action of G on g, the modification to bear in 
Eq. (2. 2) concerns only the extension part. 

(/J., 5, 'Y,~, ex) 

- (/J. + ~db2 +Ry' b- R{3· c +Ra· (b/\ y), 5, y', {3', a'). 

B. Remarkable decompositions of g (and ql 
It is interesting to remark that g (r;) can be written 

as a semidirect sum in several different ways (we 
denote by {X, Y, ... ,Z} the Lie algebra a basis of which 
is given by X, Y, •.. ,Z): 

(i) g = {p, K, H} D{J} = Levi's decomposition. 13 

(ii) g = {p, H} D{J, K}: This decomposition may remind 
us the Inonii-Wigner14 contraction from the Poincare 
algebra P = T 0 L into the Galilean one, the contraction 
in which the Lorentz algebra L is transformed into the 
Euclidean algebra E b(3) ={J, K}. (The subscripts T, s, b 
mean respectively time, space, and boost. ) 

(iii) g ={P,K,J}D {H}=g'D {H}, g' being the derived 
algebra, also called isochronous Galilean algebra. 

(iv) g ={K, P}D{J, H}. 

Similar decompositions can be given for the extended 
Galilean algebra ij. Denoting by H(3) the Heisenberg 
algebra {p, K, M}, the last decompOSition becomes 
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q =H(3) o [{J}EB {H}]. We can note the inclusion 

q cSch=H(3) O({J}EB{H, C,D}] cH(3) OSp(6,R) 

..'fch denoting the extended SchrOdinger algebra, 9 al
ready mentioned in the Introduction, Sp(6, R) the sym
plectic algebra acting on the six-dimensional phase 
space. --All the CR of Sch will be known by adding to the CR 
of q the following nonzero ones: 

[C,PJ]=-iKJ> [C,H]=-iD, 

[D,KJ]=iKJ [D,H]=-2iH, 

[D, PJ] = - iPJ, [D, C) = 2iC. 

C. Ideals and exact sequences 

An interesting property of an ideal is that it is its 
Dum conjugacy class. We note that 

{J, K, p} 

{H,K,P} 

{K, p} are ideals of g. 
{H,P} 

{p} 

In ij we find as ideals 

{J,K,P,M} 

{H,K,P,M} 

{K,P,M} 

{H,P,M} 

{P,M} 

{M} 

The corresponding exact sequences 12 are gathered in 
Table 1. Two subgroups do not appear in these 
decompositions 

Ts(3) - Ts(3) OSO(3) - SO(3), 

T T(I)-T T(l) XTs(3)OSO(3) - T 8(3)OSO(3). 

This commutative diagram contains only injective and 
surjective group homomorphisms. 

TABLE I. Exact sequences and ideals of G. 
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D. Relations between the p.o.s. II (AI and II (Cl with 
C'=BoA 

Proposition: Let C be a Lie group, semidirect prod
uct of two Lie groups A and B, C==BuA. Then two ele
ments of the group A are conjugate under a transforma
tion of C if and only if they ar!> conjugate und'lr a trans
formation of A. As a consequence the p. o. s. II (A) is a 
subset of II (C). 

By definition of a semidirect product, the group law 
in C = B OA can be defined as 

(b, a)(b' , a') = (b * a(a)b', a· a' ) 

for any (a, b) and (a', b') E C, if we denote by . and * the 
group laws in A and B respectively, a being a homo
morphism of A on the group of automorphisms of B. It 
is then obvious to remark that, denoting by 0 the 
identity element in B, if two elements (0, a) and (0, a') 
are conjugate under the element (bo, ao) in C, they are 
also conjugate under the element (0, ao). 

Application: We deduce that 

II ({J, K}) 

II ({J, H}) 

II ({J}) 

II ({H}) 

are subsets of q 
of g 

3. ON THE MAXIMAL SUBALGEBRAS OF A LIE 
ALGEBRA. APPLICATIONS: SONS AND GRANDSONS 
OF G ANDG 

A. Maximal subalgebras of a real Lie algebra 

Theorem 3.1: LetA be a real Lie algebra, a Levi's 
decomposition of which being A =R. oL, where R. is the 
radical of A and L a Levi's factor. Then each maximal 
subalgebra 8 of A can be written, up to a conjugation, 
either as 8 =R. DL B where L B is some maximal sub
algebra of L, or as 8 =R. B DL, where R. B is an ideal of 
A, maximal as subideal of R.. It follows that every 
maximal subalgebra 8 of A is symmorphic. 

The proof is given in Appendix A. In fact, this the
orem generalizes several properties proved in Ref. 1. 

Let us recall here some definitions: 

-8 is said a maximal subalgebra of A iff 8 is a 
proper subalgebra of A (8 '1A) such that there does 
not exist any subalgebra C of A with 8 '1 C '1 A . 

-The ideal R. B of A is said maximal as subideal of 
R. iff there does not exist R. 1 ideal of A such that: R. B 
SR1SR. 

- Finally any subalgebra 8 of A can be written (as 
vector space): 

8=LB+frlB+R.B 

with LB ==8n Land R.8==B n R. and /11~ denoting a com
plementary subspace of L B + R. B in 1) : 
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mEfrlB_m=l'+T', l'EL, ri.LB, 

T' ER., ri.R. B, 
l', 1" nonzero. 

Then 8 is said symmorphic iff frI 8 = 0, or if 8 is con
jugate to 8' such that frlB'== O. 

B. Sons and grandsons of q (and g) 
By using the previous theorem, it is easy to deduce 

the maximal subalgebras (sons) and the maximal sub
algebras of all the maximal subalgebras (grandsons) of 
q, except those of the solvable one {K, P, H, Jz}, which 
need the use of Theorem 3. 5 of Ref. 1. 

Sons and grandsons of;; can be deduced by the same 
way, or by using techniques proposed in Sec. 5. Practi
cally, the table of sons and grandsons of g can be ob
tained by adding the generator lVI of the extension to 
each subalgebra of Table II and also by drawing two new 
boxes corresponding to subalgebras of Ar(3) EEl R: 

Ar(3)EI:lR: 

{J,P,H,M} \\ 
,\ TT(l) XEs (3) 
\ \L--_-----l {J,P,H} 

\ 
It may be noticed that the maximal algebras 

{K, P, H,Jz} in q and {K, P, lVI, H,Jz} in g are solva~le 
and contain all the solvable subalgebras of q and q 
respectively. This last property is a direct consequence 
of the Borel-Morozov theorem for semisimple complex 
Lie algebras. (Indeed, let us recall that the Borel
Morozov theorem-valid for semisimple complex Lie 
algebras-has been easily extended in Sec. VI of Ref. 1 
to the case of an inhomogeneous Lie algebra TDL, 
with T Abelian and L isomorphic to a complex semi
simple Lie algebra. We can use the same proof in which 
we replace T by a solvable algebra R. to deduce that in 
R. D L exists a subalgebra R. D8, 8 being the Borel 
algebra of L, such that any solvable subalgebra of 
R oL is conjugate to a subalgebra of R. D8. ) 

4. ONE-DIMENSIONAL SUBALGEBRAS OF q AND g 
The classification up to a conjugation of the one-di

mensional subalgebras of q (g) is only a problem of 
conjugation between the elements of the projective space 
q =qlR. of q (respectively r;= glR. of q). More precise
ly, one can say that this problem is equivalent to find 
the orbits Of G on q (respectively G on g). 

The actions of G on q and of G on g have been given 
in Sec. 2A. 

The one-dimensional subalgebras of q are classified 
in Table III. An analogous classification for the one
dimensional subalgebras of q can be easily deduced by 
suppressing, in the above table, the families of sub-
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T ABLE II. Sons and grandsons of G. 

dim. 9 8 7 6 5 4 

{J,P} 

{J,K} 

{H,K,P} 

\t'" __ ..... ____ .{J;a.+IIIIO!.H, K, p}, O! > O. 

algebras denoted IV and V and by taking away the condi
tion /l '" 0 in I. 

5. RELATIONS BETWEEN THE CONNECTED 
SUBGROUPS of G AND OF (j 

The p. o. s. rr(g) can be deduced from rr(g) without 
much difficulty owing to the following remarks. 

Let us consider the exact sequence 

0:!./!1 ~ g ~ g ~ 0, 

/11 being the one-dimensional subalgebra generated by 
the extension generator M. Then with each subalgebra 
H eg can be associated the subalgebra: e(H) "'H ego 
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Conversely to each subalgebra H ec; can be associated 
the subalgebra 

fi '" e-1 (H) e g with fi =:J/!1. 

It follows that we have the following relation between 
subalgebras of g and subalgebras of g: 

Subalgebras of g - - - - - SubaZgebras of g 
H (i) fi '" e-1(H), fi =:J/I1. 

(ii) R subalgebras of H 
such that R ;3/11, 

dimK '" dim!!- 1. 
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TABLE m. One-dimensional subalgebras of [} (9). General 
element: X=CIt·J+~ ·K+y·P+oH+j.lM. 

Representative Characterization by Invariants 
element 

J. i .eO 
(!) 0 cp = arctan 1) J.+1)H T, CP=TciT 

H 0"" cp"" 1)/2 cP =1)/2 

J.+/3K• 

J. + 13K, + oH rre ... , 
J.+'YP• @ 

T,I/!=a 013/1 a I' 
"'=0 

K.+tH (0"" '" < rr;'" '" rr/2) 

a=O 

•• yeO ! aop =0, 

CJ" {3 =0 j.l =0 

13=0 

r 0/1 a I 

a '''1/ I CIt I 0=0 

lol/IPI 

K. 6=0 

K. +'YP" @) CIt=O =~-----: e = arctan "I 0=0 T,e I (312 

p. o""e""!. ~ e=!. 
2 2 

J.+pM Same characterization 
I lal\p) • 'Y+j.l a 2 1/1 a 13 

J.+1)H+pM ® as inC!> + (CltI\~)'!+i:!a2+i p2_la'y'i/20 
lal g 

H+pM 
("12 _2j.lo)/6 2 

M ~ ( =/3+')'=6 = 0 

It is interesting to note that the problem of determina
tion of subalgebras of g of type (ii) is simplified by the 
two properties, the proofs of which are straightforward. 

Proposition 1: 

He q ~ {the only subalgeb~ of type (ii) to be 
[H,HL=H considered fromH=O-l(H) isH itself. 

C; 

TABLE IV. Sta.Qility groups of the one-dimensional subalge
bras ofg and g. 

Representative Stability group in G Stability group in G 
element 

J. {J.,K.,P.,H} {J.,K.,P.,M,H} 

J.+1)H {J.,P.,H} {J.,P.,H,M} 

H {J,P,H} {J,P,H,M} 

J. +{3K. {J.,K.,P.} {J.,K.,M} 

J. + {3K. + 6H {J.,K.+ (o/{3)H,P.) {J.,K.+ (6/{3)H,M} 

J.+'YP. {J., K., p., H} {J.,P.,H,M} 

K +l;H {J.,P,K.+l;H} {J., P", Py, K. + tH,M} 

K. {J.,K,P} {J.,K,P",Py,M} 

K. +'YP" {K,P} {Ky, K.,P",Py,M} 

p. {J.,K,P,M} {J.,K",Ky,P,M} 

J,+pM {J.,K.,P.,M,H} 

J.+1)H+{JM {J.,P.,H,M} 

H+pM {J,P,M,M} 

M {J,K,P,H,M} 
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Proposition 2: 

Heq 
3A&BEH s. t. [A,Bt=M 

_fthe algebra H = 0-1 (H) does not provide any 
{algebra of type (ii). 

Moreover, the problem of classification of subalge
bras of g up to a conjugation becomes easy owing to the 
proposition: 

Proposition 3: Hand H' nonconjugate in q: 
(a)H=-O-I(H) andll' = 0-1 (H') nonconjugate in go 

~ - - - --((3) ;1 K and K' conjugate in q with K eN and 

K' eii', K and K' satisfying (ii). 

- -Indeed, let us suppose H and H' to be conjugate. Then 
there exists iE G such that ii!'i-1 =-ii'. Setting g = O(g) 
we shall obtain: gHg-1 =-H'. By the same way, supposing 
the above defined subalgebras Rand R' conjugate, then 
the existence of liE G such that: /iRk-1 =-1<' would imply: 
gHg-1 =H', with g = O(g). 

Thus, practically, the problem of conju~ation in r; has 
only to be examined between subalgebras K coming from 
a same algebraH = 0-1(H), if we know the p. o. s. rr(q). 

6. FOUR-, FIVE-, AND SIX-DIMENSIONAL 
SUBALGEBRAS IN q. 
FIVE-, SIX-, AND SEVEN·DIMENSIONAL 
SUBALGEBRAS IN g 

The method we choose for the construction of the 
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TABLE V. Maximal subalgebras of the seven-dimensional 
grandsons of q. 
dim. 

7 

6 

7 

6 

5 

7 

6 

5 

7 

6 

5 

7 

6 

5 

7 

6 

5 

7 

6 

s 

946 

(a >0) (0) 0) 
.-.....iIt. ... 

(0) 0) 

Kx+{3P~,K.-{3Px 
J.,K.,P. 

(,6> 0) 

(I'''' 0) 
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"middle" of II(G), i. e., the connected subgroups of di
mension six, five, and four, is to continue the "top" of 
II(G) begun in Table IT, more precisely to determine 
the sons, grandsons, and great-grandsons of the grand
sons of G. This method is rather systematic and does 
not present great difficulty. Moreover, it has the ad
vantage of exhibiting the relationships between the dif
ferent subgroups (Tables V and VI) 0 

By using then the properties mentioned in Sec. 5, the 
classification of the connected subgroups of G of dimen
sion five, six, and seven is given in the last part of this 
section. 

A. Six-dimensional subalgebras in q 
Considering Table V we see that there exist three six

dimensional subgroups, namely the two Euclidean ones 
E.(3) and E b (3) generated respectively by {J, p} and 
{J, K} and the group E (2) x W(l) generated by 
{Jz , K., P, H}, which are grandsons of G. 

We can also note that the other six-dimensional con
nected subgroups have to be found among the maximal 
subgroups of seven-dimensional grandsons of G-each 
of them being seven-dimensional and son of the eight
dimensional group R2 OG(2) generated by {J., K, P, H}. 

The maximal subgroups of each of these seven groups 
are given in Table V. 

Let us list below the nonconjugate algebras (or 
families of algebras) of dimension six, taking care to 
gather the isomorphic ones: 

(i) Euclidean algebras: 

E.(3) generated by {J, p}, 

E b (3) generated by {J, K}. 

(ii) Abelian algebra: 

R.. 6 generated by {K, p}. 

(iii) The (isomorphic) algebras: 

{K""Ky,P,H}, 

generated by {Kx, Ky, Kz + oH, p} (0) 0). 

(iv) The (isomorphic) algebras generated by 

{J.+yK .. ,K",Ky,P} (y*O), 

{J .. , K",Ky , p}, 

{J., P x , P y , K}, 

{J.+uPz,Px,Py,K} (u*O). 

(v) The (isomorphic) algebras generated by 

{Jz , H, K x , K y, P x , P y}, 

{Jz + uP., H,Kx,Ky, P", p) (u* 0), 

{J., K. + oH, Kx, Ky, Px, p} (0) 0), 

{Jz + {3Pz , Kz + oR, Kx, Ky, P", p y} (tU 0, (5 > 0) . 

(vi) The (isomorphic) algebras generated by 

{Jz+uH,K",Ky,P} (0)0), 

{Jz + yKz + oR, K x , K y, p} (1'"* 0, Q> 0). 
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TABLE VI. Maximal subalgebras of the six-dimensional 6 
algebras. In this table the maximal subalgebras of the Euclid-
ean algebras, given in Table BI are not considered. 

6 

5 

6 

5 

4 

6 

5 

6 

5 (1'''' ° 
4 

6 

5 

4 

6 

5 

4 

6 

5 

4 

947 

~> 0) 

(1'''' 0) (1'''' 0) 

(O! '" 0) 

~>o) 

(O!'" 0) 

1'''' O,IL> 0) 

Jz+O!Pz,Kz 
,,+ILPy,Ky -ILP" 

(O!'" O,IL>O) 
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5 

4 

6 

5 

4 

6 

5 

4 

6 

4 

6 

5 

4 

6 

5 

4 

6 

5 

(y>"O,O!>O) 

(1'>"0,6>0) 

(P>" 0) (6) 0) 

(O!> 0) (a> 0) 
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(vii) The algebra of E(2)xW(I) generated by 

{Jz,Kz, P, H}. 

B. Five-dimensional subalgebras of C; 
The five-dimensional subgroups will be obtained by 

considering the five-dimensional maximal subgroups 
of the seven-dimensional groups of n(G) (see Table V) 
and the maximal subgroups of the six-dimensional 
groups which are given in Table VI. 

Let us remark that the Euclidean group Es(3) and 
Eb(3) do not admit five-dimensional subgroups. We may 
also mention that the maximal subalgebras of the Abelian 
algebra {K, P}-which are obviously all five-dimension
aI-will be found without difficulty by noting that such a 
subalgebra admits a basis with either two P-pure gen
erators or three P-pure generators. 

Finally, we have obtained 21 nonconjugate five-dimen
sional subalgebras (or families of subalgebras) which 
we have classified below into seven sets of noniso
morphic algebras: 

(i) The Abelian algebras generated by 

{K, Pro, p y}, 

{Kx,Ky, p}, 

{Kx + {3Pz, K y, K z, Pro, Py} ({3 > 0). 

(ii) The (isomorphic) algebras generated by 

{J., P,H}, 

{Jz, P,Kz}, 

{Jz, K, pz}, 

{Jz,Kz-\-oH,P} (0)0), 

{Jz, Kx + {3Py, Ky - {3P", K z, p z} ({3 > 0). 

(iii) The (isomorphic) algebras generated by 

{K", P,H}, 

{Ky, P, K" + aH} (a> 0). 

(iv) The (isomorphic) algebras generated by 

{H,K",Ky, P x, Py}, 

{H,Kx+aP.,Ky,P",Py} (a>O), 

{Kz + oH, K", K y, P", p y} (0) 0). 

(v) The (isomorphic) algebras generated by 

{Jz,K",Ky, P x, Py}, 

{Jz + aPz, K", K y, P x, p y} (a * 0), 

{Jz+yKz,K:"Ky,Px,Py} (y*O). 

(vi) The (isomorphic) algebras generated by 

{Jz + aH,KX,Ky, Px, Py} (a> 0), 

{Jz + yKz + aH, K x, K y, P", Py} (y* 0, a> 0). 

(vii) The (isomorphic) algebras generated by 

{Jz+yKz,H,P} (y*O), 

{Jz+aH,K.,P} (a>O), 

{Jz+ aH,Kz +{3H, p} (a * 0, (3> 0). 
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C. Four·dimensional subalgebras in C; 
The classification of the four dimensional subalgebras 

of C; appears more fastidious than those given in the two 
previous paragraphs. This is due particularly to the 
large number of four- dimensional algebras contained in 
the Abelian one {K, p}. Note that each four-dimensional 
subalgebras of {K, p} contains either one or two or three 
independent P-pure generators: We shall use this re
mark to classify these subalgebras. 

Finally the four-dimensional subgroups of G can be 
gathered into four sets of nonisomorphic ones: 

(i) 80(3) xR type: group generated by {J, H}. 

(ii) E(2) xR type: groups generated by 

{Jz,K"+/lPy,Ky-/lP,,,Kz} (/l>0) \{Jz,p}, 

{Jz, Kx -\- /lPy, Ky - /lP", p z} (/l> 0) 
{Jz,K,,+/lPy,Ky-/lPx,Kz-\-aPz} (a*O, /l>0), 

I 
{Jz,K", K y, p z} 
{Jz, K}, 

{Jz-\-yKz, p} (y*O) I {Jz, Pro, Py,Kz} 
{Jz+yK.,Kx,Ky,Pz} (y*O) {Jz,P",Py,H}, 

{Jz+yKz,K,,+ /lPy,K y- /lP,,,pz} (y*O, /l> 0) 
{Jz+ aPz,Kx, K y,Kz +{3Pz} (a, (3*0) 

\ 

{Jz, K", Ky,Kz+ aPJ (a *0) 
{Jz,P",Py,Kz+oH} (0)0), 

{Jz-\-aPz,K"+/lPy,Ky-/lP,,,K.} (a*O, /l>0) 
{Jz+aPz,Kx+/lPy,Ky-/lP",Kz+{3Pz} (a,{3*O, /l>0) 

\

{Jz+aPz,K} (a*O) 
{Jz+aP.,H,P",Py} (a*O), 

{Jz + aH, p} \ {Jz + aPz, K z, Pro, Py} (a * 0) 
{Jz+yKz+aH,P} {Jz+aP.,K.+oE,P",Py} (a*O, 5>0). 

(iii) W(l)xR type: groups generated by 

{J., K., E, pz}, {K", K z + oH, P", P y + {3Pz} ({3 > 0, 5> 0) 

{K,;,H,P",Py}, {K"+aP.,H,P,,,Py} (a>O) 

{Kx,K y+5E,P",Py} (5)0), 

{Kx-\- aP., Ky+ 5H, P", Py} (a> 0, 5> 0) 

{Kz+oE,Kx,P",Py} (5)0), 

{K"+aP.,Kz +5H,P,,,Py} (a>O, 5>0), 

{Kx+aP"Kz+oH,Px,Py+{3Pz} (a*O, (3>0, 0>0). 

(iv) R4 type: groups generated by 

{H, p}, {K, p,,}, 

{Kx -\- aPy, Ky+ {3P., K.+ yPy + 5P., pJ 
(a>O, (3)O,y,o*O), 

{Kx, Ky+ {3P., K.+ yPy + 5Pz, p x} ({3 > 0, y, 0 * 0), 

{Kx+uP"K"Kz+YPy+oPz,p,,} (a>O, y>O, 5*0), 

{K",Ky,Kz+YPy+ 5P., pJ (y> 0, 15* 0), 

{Kx,Ky+{3P.,Kz+YPy,px} ({3> 0, y*O), 

{K",aPy,Ky,Kz,Px} (a>O), 

{Kx,Ky,Kz+oP.,pJ (5*0), 
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TABLE VII. Two-dimensional subalgebras of9. 

SO(2} xR algebras 

~ .. {J.,K.} 
~ {J.,p.} 
~ {J .. ,H} 
~ {J., K. + aH} (a> 0) 

R2 algebras 
~ {P",p;),} 
~ {P",Hj 
~ {K",K,} 

{K.,P.} 
~ {K ... P,,} 

{Ky,P,,+,8p.} (,8>0) 
{K.+6P",P,,+,8Py +YP.} (6) 0, ,8> 0, yo' 0) 
{K .. +oP",Py +ypJ (6) 0, 1'> 0) 
{K.+oP",p,,+ypJ (0)0,1'0'0) 

~ {K .. +oP",P,,+,8P,} (,8>0,6>0) 
~ {K.+oP",py} (0)0) 

{K .. +oP",p} (0)0) 
- {K .. + pH,Pj (p> 0) 

{K .. +pH,Pz} (p> 0) 
{K .. +pH,P,,+ypJ (p>O, 1'>0) 
{K.,K,,+ap,,+,8p~+yp.} (a 0' 0, ,8>0, 1'>0) 
{K .. ,K,,+,8Py+YPz j (,8> 0, 1'> 0) 
{K .. ,K,,+ap,,+ypJ (a 0' 0, 1'> 0) 

~ {K .. ,K,,+ap,,+,8py} (a 0' 0, ,8> 0) 
~ {K .. , K,,+ apx,} (a 0' 0) 
~ {K.,K,,+,8Pyj (,8> 0) 

{K.,K,,+YP .. } (1'>0) 
(if y=o:~){K.+OP",K,,+ap,,+,8Pl\+YP,,} (0)0, ao' 0, ,8>0, yo' 0) 
(if y=o:~){K.+OP",Kx+,8Py+yp .. j (6) 0, ,8> 0, yo' 0) 
(if 'Y=6:~){K .. +op",K,,+aPx+YP .. } (0)0, ao' 0,1'>0) 

{K .. + oP",K" + ap~+ ,BPy} (6) 0, a 0' 0, ,8> 0) 
(if y=6:~){K.+6Px,K,,+yP (6) 0, yo' 0) 

{Kz +OP",K;<+,8Py (0) 0, ,8> 0) 
~{J.+oP .. ,Hj (00'0) 

{J.+oP .. ,K .. } (00'0) 
{J" +oP .. ,H+pK .. } (00' 0, p>O) 
{J. + oK., p.) (00' 0) 

~{Jz+oH,P) (0)0) 
{J.+pH+oK.,pJ (p> 0, 00' 0) 

aJ2he subalgebras preceded by the sign ~ are subalgebras of 
q (See Table VIII). 

TABLE VIII. Two-dimensional subalgebras of S- • 

They can be gathered into three parts: 

(0 the subalgebras obtained by adding the generator M to each 
one-dimensional subalgebra of 9 (see Table III); 

(U) the subalgebras preceded by the sign ~ in the Table VII of 
the two-dimensional subalgebras of C; • 

(iii) The subalgebras: 
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{P",H+,8M} (,8;>< O) 
{J .. +oP .. ,H+,8M} (6;><0,,80'0) 
{J.+6P .. +,8M,H} (0;><0, ,8>0) 

{Jz +OP .. +,8M,H+YM} (0)'0, ,8>0, 1'0'0) 
{J.+6H+,8M,Pz} (6)0, ,8>'0) 

{J .. +,8M,K .. } (,8> 0) 
{J .. +,8M,P~) (,8> 0) 
{Jz+aM,Hj (a>o) 
{J.,H+,8M} (,8>' 0) 

{J.+aM,H+,8M} (a>O, ,8>'0) 
{J .. +aM,K .. +,8M} (a> 0, ,80' 0) 
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{K", K y, P", P y}, {K", K y, P", p.}, 

{K",Ky , P",Py+rP .} (r> 0), 

{K,, + 1'P., K y, P", p y} (I'> 0), 

{K,,+ aPy,Ky, P", pJ (0) 0), 

{K"+aPy,Ky,P,,,Py+1'pJ (0)0,1'>0), 

{K", p}, 

{K,,+oPy,Ky,K.+5P.,P,,} (0)0, IHO). 

D. Seven-, six-, and five-dimensional subalgebras in q 

As has been discussed in Sec. 5, we shall classify 
the subalgebras of a given dimension into two families: 
an algebra of the first family possessing M as a gen
erator, and an algebra of the second family being such 
that M is not a generator of the algebra. Let us add 
that algebras of the first type are readily obtained by 
adding the generator M to each subalgebra o£q -and 
imposing then the commutation relations of q. As for 
algebras of the second type, it has been shown that each 
such algebra appears as a (maximal) subalgebra of the 
algebra obtained by adding the generator M to the con
sidered one, which induces a method of determination 
of these algebras. 

There follows the classification below. 

1. Seven-dimensional subalgebras of q 

(i) The subalgebras containing M as a generator: see 
the classification of the six-dimensional subalgebras of 
g. 

(ii) The subalgebras-whose corresponding groups 
are isomorphic to E(3) XR-generated by 

{J,P,H}, {J,P,H+5M} (5*0). 

2. Six-dimensional subalgebras of q 
(i) The subalgebras containing M as a generator: see 

the classification of the five-dimensional subalgebras 
ofg. 

(ii) The subalgebras-whose corresponding groups 
are isumorphic to E(3)-generated by 

{J, K}, {J, p}. 

3. Five-dimensional subalgebras of g 
(i) The subalgebras containing M as a generator: see 

the classification of the four-dimensional subalgebras 
of q. 

(ii) The subalgebras-whose corresponding groups 
are isomorphic to E(2) XR2-generated by 

Vz,P,H}, {Jz+oM,P,H} (0:>0), 

{J .. ,P,H+13M} (13*0), 

{J .. +XH,P,H+/J.M} (x>O, /J.*O). 
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TABLE IX. Three-dimensional subalgebras of the ideal {K, p} in g . 

ti) ~a 

(ifc=b ~) 

(if c=b ~) 

(Ii) {Kx+ CiPy, Ky+aPx + bPy+ cPz,Kz+dPx+jpy+kPz} the values of Ci, a, b, c, d, j, k satisfying one of the following linesb-more 
precisely each line corresponds to a family of nonconjugate subalgebras, and two subalgebras belonging to two different lines 
being nonconjugate. C 

Ci a 

la, b, c),.. (d,j, k)d > 

(b, c) ,.. (j,k) 

(b,c);;<(j,k) 
(a,c)'" (d,k) 

> 
> 
> 
> 
> 
> 
> 
> 

o 

o 

> 0 
> 0 
> 0 
> 0 
> 
> 0 
> 
> 0 
o 
o > 

o 0 
o > 
o > 

o 0 
o 0 
o > 
o 0 
o > 

o 0 
o 0 
o > 
o > 

b 

o 

o 
o 

o 

o 

o 
o 

o 

o 

o 

o 

o 

c 

> 
> 
> 
o 
> 
> 
> 
> 
o 
> 
> 
> 
> 
o 
> 
> 
> 

> 
> 
> 
o 
> 
o 
o 
> 
> 
> 
> 

o 

d 

> 
o 

> 
o 

o 
o 

> 

> 
> 
> 

o 

> 
> 
> 
> 

j 

o 

o 

o 
> 
o 
o 
o 

> 
> 

o 
o 

o 

k 

o 

o 

o 
o 
o 

o 
o 

aThe subalgebras preceded by the sign ~ are subalgebras ofg 
(see Table XI. 5). 

blnside a bOX, the signs >, 0 mean respectively positive and 
equal to O. When a box is empty, the corresponding parame
ter takes all the values, except O. 

CNote that a subalgebra of the type (ii) belongs tog if a=Ci, 
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Ci 

> 
> 
> 
> 
> 
> 
> 
> 
> 
> 
> 
o 
o 
o 
o 
o 
o 
o 
o 
o 
o 
o 
o 
o 
o 
o 
o 
o 
o 
o 

a 

o 

o 
o 
o 
o 
o 
o 
o 
o 
> 
> 
> 
> 
> 
o 
o 
o 
o 
> 
o 
> 
o 

d~O, j~c. 

b 

o 
o 
o 

o 
o 
o 
o 
o 

o 
o 
o 
o 
o 

o 
o 
o 

o 

c 

> 
> 
> 
> 
o 
o 
o 
> 
> 
> 
> 
> 
> 
> 
o 
o 
o 
o 
o 
o 
o 
o 
o 
o 
> 
> 
o 
o 
o 
o 

d 

o 

o 
> 
> 
o 

o 

o 
> 
> 
o 
> 
> 
o 
> 
> 
o 
o 
> 
o 
> 
o 
o 
o 
o 
o 

j 

o 

> 
o 

o 
o 

o 

o 

> 
o 
> 
> 
o 

> 
o 
o 
o 
o 

o 
o 
o 
o 

k 

o 

o 

o 

o 

o 

o 

o 
o 

o 

o 
o 
o 
o 
o 
o 

Ia,b)'" (j,k) 

(b),.. (k) 

dBy (a,b,c)'" (d,j,M-or (a,b)'" (j,k)-we mean that, in the 
three-dimensional Euclidean space R; the vector (a, b, c) is 
not parallel to the vector (d,j,k)-or in the two-dimensional 
Euclidean space R2, the vector la, b) is not parallel to the 
vector (d,j). 
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TABLE X. Three-dimensonal subalgebras in 9. 
(0 80(3) algebra: 

(iO Euclidean algebras E (2): 

~ {J",P",Py'} 
~ {J.,K".K~} 

{J",K,,+MP.,K.-MP,,} (j.I> 0) 
- {J"+"yK",P,,,P,J (Y'" 0) 
~ {J"+YK •• K,,,KJ (Y'" 0) 

{J,,+YK.,K,,+MP.,K.-ItP,,} (j.I>O,Y'"0) 
~ {J" +O!P •• P",P,,} (O! '" 0) 
- {J .. + O! p". K". K,,} (O! .. 0) 

{J" +O! p.,~+ltP.,K~-MPJ (j.I> 0, O!" 0) 
- tJ.+{3H,P",P,J ({3> 0) 

~ {J.+YK"+{3H,P,,,P,,} 6'''' O,{3> 0) 
~ {J. +yK .. + O!P.,K",KJ (y .. 0, O!" 0) 

{J. +YK" + O!P.,K" +ltP •• K. -ItP,,} (Y'" 0, O! >' 0,/.1 > 0) 

(i0 Weyl algebras W(l): 

{H,Kx,P~} 
{H,K,,+O!P.,P,j (O!>O) 
{H+{3K",K",P}' ({3>O) 

{H+tlKz,K,,+O!P.,Pj ({3> 0, o!" 0) 
{H+{3K.,K,,+pK. + O!Px.P" + pp.} ({3>O,p>O,O!'" 0) 
{H + {3K .. ,K" + pK. + O!P",P" + pp.} ({3> 0, p> 0, O! '" 0) 

{H + {3K",K" + pK .. +aP" + bP",P,,+ Pp.} ({3> 0, p> O,a '" O,b '" 0) 
{H,K.+yJ .. ,pJ (Y'" 0) 
{H +yJ .. ,K.,P} (y> 0) 

{H +YJ.,K .. +OH,Pj (y> 0, 0 '" 0) 
{H + yK., K" +oJ",P} (y> 0,0" 0) 
{H+YJ .. ,J,,+OK.,P,,} (Y>O,o'" 0). 

(iv) Abelian algebras 

80(2) XR 2 algebras: {J",K.,Pf } 
-{J.,H,P"j 

{J .. ,K .. +oH,pJ (0) 0) 

R 3 algebras: -{H,P",PJ 
all three-dimensional subalge
bras of {K, p} (see Table XI). 

~ 

aThe subalgebras preceded by the sign - are subalgebras of g 
(see Table XI.) 

7. TWO· AND THREE·DIMENSIONAL SUBALGEBRAS 
IN. TWO-, THREE-, AND FOUR-DIMENSIONAL 
SUBALGEBRAS IN ? 
A. Construction of the subalgebras 

Here is a rapid outline about the determination of the 
low dimensional subalgebras of g. 

So let A and B generate a two-dimensional subalgebra 
of g. Then considering successively for A each ele
ment written in the three first boxes of Table ill, we 
Shall have to associated with it the elements B of 9 such 
that A, B form a basis of a two-dimensional Lie algebra 
not conjugate under G to an algebra already obtained. 
Note that B has to be taken only in the solvable part p. 
of g since the simple part L ..:SO(3) does not contain 
two-dimensional subalgebras. 

Consider now the three-dimensional subalgebras of 
g. From Theorem 3.1, one deduces that all these 
algebras are solvable except the simple part L ..:SO(3). 
These solvable algebras will be studied following their 
type 8 =L B +A B (with dimL B = 1), !11 B +A B (with dim!11 B 

= 1) and p. B. 
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Let us add a remark about the two- and three-dimen
sional subalgebras of the Abelian ideal {K, p}. Indeed 
the classification of these algebras is equivalent to the 
study of the orbits of the group SO(3) xR generate by 
{J, H} in the sets of subspaces of {K, p} of dimension 
two and three, respectively. 

Concerning the subalgebras of g, we consider the 
techniques proposed in Sec. 5 and already used in Sec. 
6. 

Finally the classification up to an isomorphy of these 
algebras leads to 

Proposition 7. 1: All two-dimensional subalgebras of 
g and of C; are AbeliaE. Any three-dimensional sub
algebras of g and of g is either Simple and of the rota
tion type SO(3), or solvable. In this last case, it is 
either Abelian, or of the Euclidean type E(2), or of the 
Weyl type W(l). (See, for example, Ref. 1 for the list 
of the nonisomorphic three-dimensional real Lie 
algebras. ) 

B. Tables of the subalgebras 

The two-dimensional subalgebras of g and q are 
gathered in Tables VII and VII, respectively. 

A special table (Table IX) is devoted to the three
dimensional subalgebras of g which are subalgebras of 
the ideal {K, p}. Tables X and XI give the three-dimen
sional subalgebras of g and r; respectively. Finally, 
the four-dimensional subalgebras of r; are given in 
Table XII. 
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TABLE XI. Three-dimensional subalgebras of q. 
They can be gathered into three parts: 

(0 the subalgebras obtained by adding the generator M to 
each two-dimensional subalgebra of g (see Table VII); 

(it) the subalgebras preceded by the sign - in the Tables IX 
and X of the three-dimensional subalgebras of C;; 

(iii) the subalgebras: {J .. +O!M,P",P,,} (O!>O) 
{J"+O!M,K,,,kJ (O! > 0) 

{

Jz + {3H +yM,P",P.} ({3 > 0, Y >' 0) 
J.+O!M,H,P4,} (ep 0) 
J.,H + {3M,P.j ({3'" 0) 

{J.+O!M,H+{3M,P.} (O!> 0,{3», 0) 
{H+O!M,P",PJ (O!>' 0) 
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TABLE xn. Four-dimensional subalgebras of g . 

They can be gathered into two parts: 

0) the subalgebras obtained by adding the generator M to each three-dimensional subalgebras of g (see Tables IX and X). 

ai) the subalgebras: 

{J, H} (isomorphic to SO (3) XR) 
{J,H+oM} (0'" 0) 

{Jz+aH,p} (0'>0) [isomorphic to E(2) XRJ: 
{J .. +aH+p'M,P} (a> O,P'''' 0) 
{Jz,p} 
{J .. +aM,p} (a>o) 
{JzKx' Ky,Fz} 
{J .. +aM,Kx,Ky,F .. } 
{J .. ,K} 
{J .. + aM, K} (a> 0) 
{Jz,PX,Py,Kz+oH} (0)0) 
{J .. +aM,px,py,K..:.+oH} (0'>0,0"'0) 
{Jz + aP .. , H,PX,PyI (a'" 0) 
{Jz + ap .. + p'M,H,PX'Fy} (a", O.P'> 0) 

APPENDIX A: PROOF OF THEOREM 3.1 

Let B = L B +/11 B +R. B a maximal subalgebra of A. Two 
cases can be considered concerning the ideal R. B' 

(i) R. B=R.; then B =R. +LB=R. OLB and so LB must be 
maximal in L if B is maximal in A. 

(ii) R. B ~ R. ; considering the vector space /11 B, let us 
denote py L Band R. ~ the spaces spanned by the elements 
l' and r' respectivelyo 

First one shows that L B + L ~ = L. Indeed assuming that 
the subalgebra L B + L ~ * L, the subalgebra C =R. + L B 
+ L ~ would be a proper subalgebra and would include B: 

B~C~A. 
It is then possible to prove that L B +/I1B is a subal

gebra of B and also that it is exactly L up to a 
conjugation. 

Now if R. B = 0, L B +/11 B is an algebra. But if R. BolO, 
we can consider the quotient Q = B/ R. B' Q is a Lie 
algebra since R. B is an ideal. Moreoyer, Q is semi
simple; indeed, the existence of an Abelian nonzero 
ideal in Q would induce the existence of an Abelian 
nonzero ideal in L. 

Since all the extensions of a semisimple Lie algebra 
are trivial, 15 we are insured that L B +/11 B forms an 
algebra and that B can be written as the semidirect (or 
direct) sum B =R. BO (L B +/11 B)' The same type of argu
ments showing the semisimplicity of Q allows to deduce 
that L B +/11 B is semisimple. Thus A can be written 

A=R.o{LB+/I1B) 
with L B +/11 B playing the role of a Levi's factor. 

All of Levi's factors being conjugate in a real Lie 
algebra (Malcev's theorem), L B+/I1 B is L or conjugate 
to L. It follows that B =R. B OL or is conjugate to Bo 
=R.o OL. 

Finally the maximality of Bo inA imposes the sub
algebra R. 0 of R. to be maximal as a subalgebra of R. in
variant under L. Thus R. 0 is an ideal of A maximal as 
subideal of R. • 
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{H, p} (isomorphic to R 4) 
{H+aM,p} (0''''0) 

{Jz+ aPz +p'M,H+'YM,P",P) (a'" O,P'> O,'Y '" 0) 
{Jz +aP .. ,H + p'M,PX'Py} (a", O,P' '" 0) 
{J .. +p'M,Kx,Ky,Kz+aP .. } i./3> 0,0' '" 0) 
{J .. , Kx , Ky , K .. + OIP J (01 '" 0) 
{J .. +O!M,PX,Py.H+P'M} (OI>O,f3'" 0) 
{J .. ,Px,Py,H+P'M} i./3'" 0) 
{J .. +O!M,Fx,Py,H} (el1> 0) 
{JpPx,Py.H} 
{J .. +O!M,Px,Py,K .. } (a> 0) 
{J .. ,Px,Py,Kz} 

APPENDIX B; THE EUCLIDEAN GROUPS E(3)· 
IN G (AND~) 

One finds in G two three-dimensional Euclidean 
groups E(3) which are not conjugate: the group generat
ed by {J, K} which will be denoted by E~(3) and the group 
generated by {J, p} denoted by Es(3). 

We know from Sec. lID that II (Eb(3» is exactly a sub
set of II (G)o It can also proved that II (Es(3)) is a subset 
of II (G). 

Indeed let us consider g = (0, c, 0, R), g' = (0, c', 0, R') 
and go = (do, co, bo, Ro) such that 

goggr/ =g'. (Bl) 

One can compute 

goggol = (0, Co +Roc - RoRRo1co - do(bo - RoRRolbo), 

bo - RoRR(jlb, RoRR(jl) 

TABLEBI. a Thep.o.s.7r(E(3» 

Thep.o.s.7r(E(3». 

dim 6 

4 

3 

2 

aThis table is for E(3) considered as subgroup of G as well 
as subgroup of G. 
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Using Eq. (Bl), we get 

c' = Co + Roc - RoRRo1co, R' = RoRR;;I. 

So, it follows that g and g' are also conjugate under 

gl = (0, co, 0, Ro) E Es(3). 

By the same arguments one deduces that II (Eb (3» and 
II (Es(3» are subsets of II (C). 

Although the p.o. s. II (E (3» had already been studied 
in Ref. 1, we rapidly draw its form in Table BI. 
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In a previous paper, we have proposed a definition of wave operators for hard-core potentials of long range 
from the standpoint of time-dependent single-channel quantum scattering theory. In the present note, we 
prove the existence of these operators for a large class of such potentials. The proof involves a combination 
of methods previously used to establich the existence of wave operators for short-range hard-core potentials 
and long-range potentials without hard cores. 

1. INTRODUCTION 

There have been a number of investigations of the 
existence of wave operators appropriate to short-range 
hard-core potentials and to long-range potentials without 
hard cores within the framework of time-dependent 
single-channel quantum scattering theory. 1 We have 
proposed2 a definition of wave operators for long-range 
hard-core potentials within this framework. Roughly 
speaking, it is obtained from the pertinent definition for 
short-range potentials with hard cores by replacing 
the unitary operator describing the free eVolution of the 
scattering system by a "renormalized" one familiar in 
the time-dependent approach to scattering by long-range 
potentials without such cores. 

The purpose of the present note is to prove the exis
tence of such wave operators for a large class of hard
core potentials of long range. The proof, given in Sec. 
2, involves a combination of the methods of Ikebe3 for 
short-range hard-core potentials and of Alsholm and 
Kat04 and Alsholm5 for long-range potentials with no 
hard cores. 6 Appendices A and B contain theorems on 
self-adjoint extensions of relevant operators. 

Our existence result allows a rigorous and straight
forward extension of an earlier approach7 for determin
ing potentials whose single-channel S operators are the 
same as that of a given potential of a suitable class to 
the case when this class is that of the long-range hard
core potentials defined in Sec. 2. This extension is 
important for constructing phase-equivalent proton
proton potentials. 

2. WAVE OPERATORS FOR LONG-RANGE 
POTENTIALS WITH HARD CORES 

We consider an arbitrary fixed integer n ~ 2, unless 
an explicit statement to the contrary is made. Let r be 
an open subset of R" such that y= R"\r, the hard core, 
is compact. 

In this section, we shall be concerned with a potential 
V which is a fixed multiplication operator in L 2(r) by a 
real-valued function V(· ) having the following 
properties: 

1. Let m denote a fixed positive integer and let there 
exist a decomposition 

of V(·) into short-range and long-range parts, V s( • ) 
and VL ( • ) being real-valued functions on r such that 

(1) 
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(1 + Ixl )l··Vs(·)E L2(r) + L~(r) 

holds for some E> 0 and that all the partial derivatives 
Dl'VL(x) of order p= 1, ... ,N~ [m + am] + m + 1 exist 
on r and satisfy 

thereon, where the as> are positive constants fulfilling 
the conditions (L) stated in Theorem 3, Ref. 5, and 
where [q] is the largest integer not exceeding a given 
real q. 

(2) 

The latter conditions are too complicated to state 
here, and we must refer the interested reader to Ref. 
5. They are satisfied, in particular, if (2) holds in the 
stated sense with a 1 =' •• = a 2m = a, where (m + 1 )-1 < a 
~1. 

The requirements Ion VL (.) entail that the following 
limit exists and is finiteS: 

Va= lim V L(X). 
Ix I ~~ 

From I and the finiteness of Va, it is clear that V L ( • ) 
EL~(r). Therefore, V(')EL2(r)+L~(r), whence 
Theorem A of Appendix A entails that the operator - t:.. 
+ V on C~(r)9 has a self -adjoint extension, t:.. being the 
Laplac ian oper ator in R". In this section, we denote by 
H a fixed, but arbitrary, self-adjoint extension of the 
penultimate operator. For the existence purposes of this 
paper, any such self-adjoint extension is as good as 
any other. However, it is an important fact physically 
that for n = 3, at least under certain additional hypothe
ses on r (which will not be made in the present section), 
there exists a self-adjoint extension H' of - t:.. + V on 
C~(r) with the following property. The functions in the 
domain of H' satisfy the boundary condition usually as
sociated with a hard core, namely, they are equivalent 
to continuous functions f on r such that fix) - 0 as x 
tends to any given point of the boundary of r. The exis
tence of H' follows from Theorem B of Appendix B. 

Without loss of generality, it will be assumed hence
forth in the text that V L ( .) is the restriction to r of a 
real-valued function V L ( .) on R" having the properties 
ascribed to V L ( .) in I, but with r replaced by R". In 
fact, if there exists a decomposition (1) of the type 
specified in I, then there also exists a decomposition 
V(·)= Vs(') + V~('), where V~(·) and V~(·) satisfy the 
respective conditions imposed on the corresponding un
primed quantities in I and, additionally, V~(·) is the re
striction of such a V L ( • ) • 1a 

Copyright © 1976 American Institute of Physics 954 



                                                                                                                                    

By an appropriate shift of the zero of the energy 
scale, we will set the constant Vo pertaining to the 
present V L ( • ) equal to zero from now on. It will also 
prove convenient to introduce an auxiliary multiplication 
operator r in L 2 (R") by a real-valued function V(·) 
E L~oc(R") such that 

V(x) = V s(x) + VL (x) on R", (3) 

where V s( .) is a real-valued extension of V s(· ) to R". 
Therefore.) I holg,s if we replace V('), V s('), VL(·), 
andrby V('), Vs('), rL(·), andR", respectively. 
This will allow us to use the pertinent results of Ref. 
5 in this paper. 

We define the wave operators n!m): L 2(R") - L 2(r) for 
long-range potentials with hard cores by 

(4) 
t .. :1:00 

at each - 00 < t < 00 when the limits exist. 11 The operator 
P:L2(R") - L2(r) is specified by 

Pf(x)=j(x) on r 

for eachfEL2(R") and u~m): L 2(R")- L 2(R") is the unitary 
operator 

u~m) = exp(- itHo - i~m)>. 

Here x!m) is an operator of multiplication in the mo
mentum-space representation of L 2 (R") by the function 
X<t)( .) defined recursively by 

Xt(O)(k) = 0, 

X:J>l(k) = t VL(sk + VkXs (l>-ll(k»ds. 
o 

The last definition in (5) can be readily seen to be 
effective for p= 1, ... ,m. 

(5) 

On physical grounds, it is natural to require that 

VL(x)=O on R" when VL(x)=O on r. (3') 

Indeed, if (3') and the remaining relevant hypotheses 
of the paper hold, then n~m) reduce to the corresponding 
operators for short-range potentials with hard cores 
when VL(x)=O. The condition (3') is obviously compati
ble with the previous ones. If one replaces r and V L ( • ) 

by R" and VL (.), respectively, then n~m) agree with the 
corresponding operators for long-range potentials ad
vocated by many authors, 1 provided that Vt is suitably 
reinterpreted. 

Plainly, the decomposition (1) is not unique and hence 
neither are n~m). For the case of long-range potentials, 
the nonuniqueness of the corresponding wave operators 
has been discussed by a number of authors. 12 A similar 
situation arises in the case under consideration. 13 

Our main result is the theorem which we proceed to 
state. This theorem is true independently of whether 
(3') is satisfied. 

Theorem 1: The operators n~m) exist, are isometric 
on L 2(R"), and have the intertwining properties 

exp(itH)n~m) = n~m) exp(itHo>' 

Proof: To prove the existence of n~m), we write 

vr Pu~m) = n:1) + n!2) 
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(6) 

and show that the strong limits as t -± 00 of the 
operators 

n~l) = vr P(I _7)~m), 

n?) = Vi p7)~m) 
exist. Here I is the unit operator in L 2 (R") and 7) is a 
multiplication operator in this space by a function 7)( • ) 

E C"(Rn) such that sUPPl1(· ) e r, that 0.,;; l1(x)";; 1, and 
that l1(x) = 1 identically outside of some compact subset 
of Rn containing Y. 

Now, 14 

II t~m)fIIL2(R")";; const Itl-1-G 

for all Ii > 0, I t I .. 1, f E 5, 
(7) 

where t is a multiplication operator in L 2 (R") by a func
tion /;( • ), for which I /;(x)l .,;; const (1 + I x I )-1-6 a. e. on 
R" for some Ii> O. In (7), 5 is the dense subset of L2(Rn) 
consisting of those functions fE L2(Rn) having a Fourier 
transform jE C~(Rn) such that suPPJ e Rn\{O}. From this 
result, in combination with the relevant definitions and 
elementary arguments, we infer that (7) holds with /;u!m) 
replaced by n~ 1) and L 2(Rn) by L 2(r). Hence, n~l) tends 
strongly to zero on 5 as t -± 00, so that, by uniform 
boundedness, nl1) has these same properties on the 
whole of L 2(R"). 

By a standard argument, the existence of s-limt~±"n:2) 
will be proved if one shows that, as a function of t, 

Il
dn

i2
) fl12 EL1(_00,-l)nL 1(l,00), iffE5, 

dt L (r) (8) 

where the time derivative is understood here and hence
forth in the strong sense. 

In the remainder of the proof of the ex!stence_of n~m), 
we shall assume that the decomposition V(·) = V s( • ) 
+ V L ( • ) considered is such that the additional properties 
V L (. )E C"(R") and 

II (V_dX~m») u:m)fll EL1(_00,_l)nL 1(1,oo) 
dt L 2(R") 

if fE 5, (9) 

both hold. That this assumption entails no loss of gen
erality should be clear from the following facts. 15 First, 
the existence of a decomposition (3) such that the prop
erties in the italicized statement immediately after (3) 
obtain entails that there is also a decompOSition (3) such 
that these properties and also those in the penultimate 
sentence are present. Second, if the operators (4) cor
responding to the second decomposition exist, so do 
those pertaining to the first decomposition. 

To prove (8), we focus our attention on a fixed hE 5 
and observe that 

(10) 

The first assertion of (10) should be clear. The second 
follows by combining the fact that Pl1Ulm)h E S(r) with 
Theorem A of Appendix A. Here S(r) is the set of func
tions on r, each of which is the restriction of a function 
fE S(R"), such that supp fe r, S(Rn) being the set of 
Schwartz functions of fast decrease on R". The member
ship statement in the penultimate sentence is deduced by 
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employing, in particular, the infinite differentiability 
and support properties of T/( • ), the infinite differentia
bility of Xlm)(.) [which follows from the validity of (5) 
over the pertinent ranges, couped with the assumption 
that VL(·) E C~(R")], that S(R") is invariant under 
Fourier transformation, and that S(R")=:JS. 

Using (10), the definitions of the pertinent operators, 
and properties such as the one that d~m)! dt exists and 
has domain L 2(R") , one concludes that (d(W)! dt)h exists 
and is given by 

dn~2) h=iV1 [HPT/_PT/(Ho+d~m) ),lu(m)h (11) 
dt dt ~ t • 

Keeping in mind, in particular, that (A2) of Appendix 
A holds for f= PT/u~m)h and manipulating (11) by pro
cedures analogous to ones in Ref. 3, one infers that 

Il dn~2) hll "" II (VPT/ _ PT/d14
m») u:m)hll 

dt L2(r) --;u- L2(r> 

(12) 

where ll.T/ and oT/!ox j are multiplication operators in 
L 2(R") by ll.T/(. ) and oT/( • )/ ox/' respectively, with Xj the 
ith component of x E R". The Significance of the remain
ing factors should be clear. Since ll.T/(. ) and oT/( 0 )!ox j 

are in C~(R"), hand oh! oX j are in 5, and (7), (9), and 
(12) hold, (8) follows directly. 

Henceforth in this proof, we dispense with the as
sumptions made in the sentence containing (9). 

In order to show that the n~m) are isometric, we 
begin by observing that 

II vi Pu;m)f II i 2m = II f II i 2m ") - II Xy U~m)f II i 2(R") (13) 

at each fE L 2 (R"), where Xy is a multiplication operator 
in L 2 (R") by the characteristic function Xy( .) of the 
hard-core region y. 

The second term on the r hs of (13) tends to zero as 
t - ± 00 at every f E 5, as one deduces with the aid of 
(7). Hence, this vanishing property holds for each f 
E L 2 (R"). Together, this result and (13) evidently imply 
the desired isometry property. 

Finally, the intertwining relations (6) can be estab
lished by an approach analogous to the corresponding 
one in Ref. 5. 16 This completes the proof of Theorem 1. 

APPENDIX A: SELF-ADJOINT EXTENSIONS FOR n~2 
In this appendix, V, Vu and V2 are multiplication 

operators in L 2(r) by the respective real-valued func
tions V(·), V 1(·), and V2(·) on r. The set S(r) men
tioned below was defined in the third sentence after (10). 

Theorem A 17: The operator -ll. + V on C~(r) has a 
self-adjoint extension if V(· ) E Lioc(r). Moreover, let 
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~(·)EL2(r), V2(·)EL~(r). 
(Al) 

Then any such self-adjoint extension H has domain D(H) 
=:JS(r) and 

Hf= -ll.f+ Vf, if fE S(r). (A2) 

Proof: The operator - ll. + V on the set C~ (r), dense 
in L2(r), is symmetric when V( 0) E Lioc(r). By an 
obvious extension of a theorem of Schecter18 to L 2(r), 
it follows that a self-adjoint extension of this real sym
metric operator exists. 

To complete the proof of Theorem A, we consider a 
fixedfE S(r) and a fixed cP E C~(R"), where cp(x) = 1 for 
I xl "" 1 and 0 "" cp(x) "" 1 on R". We also define fp E C~(r) 
for each 0 < p < 00 by setting 

.ip(X) = cp(x!p)f(x) on r. 
One finds that19 

lim Ilf-fpIIL2m=0, 
p-~ 

If V1 and V2 satisfy (Al), then 

II V 1 (j - fp) II L 2 (r) "" II V 1 ( 0 ) II L 2 (r) II f - fp II L ~ (r) , 

II V2(j-fp)IIL 2m"" II Vk)IIL~(r>llf-fpIIL2(f). 
From (A3)-(A5), we see that for potentials V of the 
type (Al) one has 

lim II V(j - fp) II L2(r) = O. 

(A3) 

(A4) 

(A5) 

(A6) 

Employing, in particular, (A4), (A5), and an elemen
tary theorem, 20 we conclude that fE D(ln, where H is 
the smallest closed symmetric extension of - ll. + V on 
C~(r) when V is of the latter type and that, in addition, 

Hf= -ll.f+ Vf. 
o 

Since HCH, where H is an arbitrary self-adjoint exten-
sion of -ll. + V on C~(r), it follows that fE D(H) and that 
(A2) holds for the present Hand f. 

APPENDIX B: SELF-ADJOINT EXTENSION FOR n = 3 

In this appendix, we will limit ourselves to this valuE' 
of n 21 and will assume that r is an open subset of R3 
whose boundary 0 r is a closed surface of class C". Let 
W2 •2 (r) be the usual Sobolev space. Each element of this 
space is equivalent to a continuous function on r u or 
restricted to r. The operators V, Vi> and V2 below are 
as described by the first sentence of Appendix A, but 
with n=3. 

Ikebe22 has shown the existence of a positive self
adjoint extension HO of - ll. defined as follows. D(no) is 
the set of those fE W 2

• 2(r) whose equivalent continuous 
functions f(x) approach zero as x approaches any point 
of or. For each fE D(no) , HOf= -ll.f, where -ll. is 
interpreted in the distribution sense. 

The following theorem generalizes a theorem23 of Ref. 
22 to include a large class of long-range potentials. 
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Theorem B: Let V be such that (AI) holds for n= 3. 
Then 

H' =Ho + V (BI) 

is self -adjoint and 5 (r) c D(lfl)= D(H') c D( V). In addi
tion, (A2) holds for H' and this operator is 
lower semibounded. 

Proof: Let gE D(lfl). Then 

IIdL"'m ~ alllflgIIL2(r) + J3l1gllL2m < co, (B2) 

with an arbitrarily small constant a> 0 and a constant 
0< 13< 00.

24 

From (B2) and the assumed properties of VI and V2 , 

it is clear that II V ~IIL2(r> and IIV2gllL""(r) obey inequali
ties similar to (A5). Using these inequalities and the 
fact that (B2) holds in the stated sense, it is plain that 
V is relatively bounded with HO-bound zero. Hence, the 
operator H' in (Bl) is such that D(H')=D(lfl)CD(V) and 
is also25 self-adjoint and lower semibounded. 

Finally, one proves the assertions that 5(r) c D(H') 
and that the present H satisfies (A2) by invoking, in 
particular, the equality D(H') = D(lfl) and the character
ization of If' given earlier in this appendix. 
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Non-Relativistic Scattering Theory," in Proceedings of the 
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2A.W. Saenz and W.W. Zachary, J. Math. Phys. 17,409 
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3T. Ikebe, J. Math. Kyoto Univ. 7, 93 (1967). 
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ics (Am. Math. Soc., Providence, R. 1., 1971), Vol. XXIII, 
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The propagation of high frequency elastic surface waves along the generators of a homogeneous isotropic 
cylinder of general cross section is considered. The boundary surface is stress-free and the surface waves. or 
Rayleigh waves. are disturbances whose amplitudes decay rapidly with depth into the cylinder. An 
approximate equation. and a refined one, are derived which describe the high frequency behavior of the 
surface wave modes. These approximate equations lead to the asymptotic results derived earlier by Wilson 
and the author for the case of an open boundary curve for which the curvature attains its algebraic 
maximum at a single point, and in fact they permit a more complete analysis of the higher order modes. 
Moreover. the refined approximate equation describes the behavior of the surface wave modes in the 
transition region. at high frequencies. between the case of cross-sectional boundary curves of nonconstant 
(and not "almost" constant) curvature. for which the modes are localized, and the case of constant 
curvature, for which they are not localized. Some particular examples are considered. 

1. INTRODUCTION 

Elastic surface waves, or Rayleigh waves, are dis
turbances which travel over the stress-free surface of 
an elastic SOlid, and whose amplitudes decay rapidly 
with depth into the solid. In a recent paper, 1 hereafter 
referred to as I, Wilson and the author investigated the 
high frequency propagation of such waves along a 
homogeneous isotropic cylinder which has a cross
sectional boundary of nonconstant curvature. In the 
case of an open boundary curve for which the curvature 
attains its algebraic maximum at a Single point, it was 
shown that there are surface wave modes in which the 
disturbance is localized in the neighborhood of that 
point, as well as being confined close to the surface. 
The case of closed boundary curves was also discussed, 
in which the region under consideration may be either 
interior to the boundary cylinder, corresponding to a 
rod, or exterior to it, corresponding to a bore. 

The analysis of the elastic problem involves a scalar 
wave equation, a vector wave equation, and rather com
plicated boundary conditions. Since the analysis is 
rather cumbersome, a simpler scalar "model prob
lem" was first investigated by the author. 2 The tech
niques developed for that problem have counterparts 
for the elastic problem. The lowest order surface wave 
mode for the elastic problem was investigated in almost 
as much detail as that for the scalar problem, but be
cause of the algebraic complexities the higher order 
elastic modes were less completely analyzed. 

For the scalar problem, 2 an approximate equation 
was derived which describes the high frequency be
havior of the surface wave modes. Moreover, it was 
pointed out that a refined approximation also describes 
their behavior in the transition region, at high fre
quenCies, between the case of cross-sectional boundary 
curves of nonconstant (and not "almost" constant) 
curvature, for which the modes are localized, and the 
case of constant curvature, for which they are not 
localized. 

The purpose of this paper is to derive the analogous 
approximate equations which describe the high fre-
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quency behavior of the elastic surface wave modes. In 
addition to describing the behavior in the transition 
region, the approximate equations also permit a more 
complete analysis of the higher order modes. More
over, numerical solution of the approximate equations 
leads to a more satisfactory description of the modes 
in the case of closed cross-sectional boundary curves. 

The elastic problem was formulated in I in terms of 
a right-handed coordinate system with unit vectors 
n, t, and k in the directions of the inward normal, 
tangent to the cross-sectional boundary curve, and 
along the generators of the cylinder, respectively, as 
depicted in I, Fig. 1. Then n will represent distance 
from the surface along the inward normal, while s will 
be signed arc length along the boundary curve, and z 
will be distance along the generators of the cylinder. 
Using appropriate units of length, and of frequency w, 
we are interested in the case w » 1. 

The displacement u is given in terms of a scalar 
potential and a vector potential: u=Vcp+vxA. We seek 
solutions of the resulting scalar and vector wave equa
tions that satisfy the stress-free boundary condition, 
and have the form 

cp = exp(- if3z - wa Ln) 

x (G(Ol(S) +nG(ll(s) + ~2 G(2l(S) + ~ G(3)(s) + .. -) , 

A=exp(-if3z-wa~) 

x (r (O)(s) +nr(1)(s) + ~2 r (2)(S) + ~3 r(3)(s) + 00 -) , 

(1. 1) 
where a L and a T are positive numbers. The disturbance 
is confined close to the surface in the region n = O(w·1). 

In the Appendix we first write down six exact equa
tions connecting the quantities in (1. 1). Since more than 
six of the quantities occur in these equations, we seek 
an asymptotic approximation which reduces the number 
to exactly six. The assumptions that we make about the 
orders of G(f), and of the components r~J), r~J), and 
r~j) of r(J), and the orders of their derivatives with 
respect to s, are motivated by the asymptotic results of 
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I. We also assume that (3=w{3o + A, where A = 0(1). The 
validity of these assumptions may be verified a 
posteriori. 

In Sec. 2 it is shown that f30 satisfies the classical 
secular equation for Rayleigh waves on a plane infinite 
half-space. Also, the asymptotic assumptions are used 
to obtain six approximate equations for the quantities 
dO>, c U >, r~o>, r~1), r~O), and r~O). From these six 
equations we derive the lowest order approximate equa
tion for GIG), and relate the other quantities to GIG). It 
is found that 

(1. 2) 

where K(S) is the (sufficiently smooth) curvature of the 
cross- sectional boundary curve, and y> 0 is a con
stant given by I (3.17). Approximate expressions are 
given for the displacement on, and near, the surface. 

In Sec. 3, ten asymptotically approximate equations 
for the quantities GIG), C U ), d 2 ), r~O), r~1l, ri2 ), r~O), 
r~1l, r~O), and r~1l are used to obtain a refined approxi
mate equation (3. 3) for C (0), which includes the terms 
of order GIG) omitted in (1. 2), and a term involving 
w-l dC(O)/ds. The derivation involves the use of Eq. 
(1. 2) to eliminate higher order derivatives. It is some
what remarkable that the more involved elastic prob
lem, with complicated boundary conditions, may be 
reduced h> an eigenvalue problem for a single second 
order differential equation, which has the same struc
ture as that for the scalar problem2 with simple bound
ary condition. 

In Sec. 4 we discuss some applications of the approxi
mate equations for C(O) to cases not covered by the 
asymptotic analysis of 1. The refined approximate equa
tion may be used to describe the behavior of surface 
wave modes in the transition region mentioned earlier. 
In particular, we consider boundary curves of nearly 
constant curvature, the deviation from constancy being 
of order w-l • In general the refined approximate equa
tion has to be solved numerically. An example is given 
corresponding to a nearly circular bore, for which the 
solution may be expressed in terms of Mathieu func
tions. We also consider a wedgelike object, similar to 
a hyperbolic cylinder, for which the solution may be 
given explicitly in closed form. There is a finite num
ber of modes, and the lowest order mode always 
exists. If the maximum curvature is sufficiently small, 
then only the lowest order mode exists. The boundary 
becomes planar as the maximum curvature tends to 
zero, and in the limit the lowest order mode corre
sponds to a Rayleigh wave on a plane infinite half-space. 

2. LOWEST ORDER APPROXIMATION 

In the Appendix we write down six exact equations, 
(Al)-(A6), corresponding to the quantities in (1.1). 
Since more than six of the quantities occur in these 
equations, we seek an asymptotic apprOximation which 
reduces the number to exactly six. A close examina
tion of the results in I leads us to assume the relative 
orders of magnitude 
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C(J)=O(M), r~J)=O(M), 

r~J}=0(w-1AM), r~il=O(w-1AM), 

where M depends on sand w, and 

~:: = O(Ai M), 1.; A ~ 0(Wl/2). 

(2. 1) 

(2.2) 

The quantity M is introduced because of the factor 
exp[w l / 2<p(s)], where <p(s) is given by I (3.19), which 
occurs in the potentials <p and A. We also assume that 
the propagation constant has the form 

(2.3) 

The validity of the assumptions in (2.1)- (2.3) may be 
verified a posteriori. 

It follows from (2.1)-(2.3), (AI), and (A2) that 

o'~ + l/cl- &0=0, O'2T+ l/c;'- &0 =0, (2.4) 

and that 

d2C(0) 
ds2 + w(O'LK - 2f3oA) c(O) - 2wO' LC (

1) = 0(A1), (2.5) 

and 
d2r(O) 
~ +w(O'~- 2f3oA)rlO)- 2wO' Tr!1>=0(M). (2.6) 

Also, from (A3)-(A6), we obtain 

dr(O) 
wO' rIO) + iwf3 rIO) - _t_ = O(w-l AM) (2.7) 

T n 0 k ds ' 

W[if3 a C<O) + (02 __ l_)r<O)] - 20' r ll) + a -'<"rIO) ° L : Po 2c:;' t T t 1"' t 

dr(O) 
+0' -n-+iAO' c(O)-if3c(1l=O(w-1M) 

T ds L 0 , (2.9) 

and 

(2.10) 

We now have six approximate equations for the six 
quantities C(O), C<o, r~O), r?>, r~O), and r~O). But, 
from (2.1), (2.2), (2.8), and (2.9), we find 

(f3~ - 2!\-) GIG) - if3oO' T riO) = o (w-1A1), 

if3 O! CIO) + (02 _ -L)r(O) = 0(w-1 M) o L Po 2c). t • (2.11) 

We obtain the secular equation 1(3.5) for f30 by setting 
the determinant of the coefficients in (2.11) equal to 
zero. 

We next multiply Eq. (2.8) by (f3~ -1/2c~) and Eq. 
(2.9) by if3oO! T, add, and use 1(3. 5), to obtain 
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( '*0- -L2)[-2aLG(il- a dr~O) +i{3 r(O-iAa reo)] 
2c T T ds OtT t 

[ 
drlO) 

+if3oaT -2a Tr!1)+arK r !0)+O!T d; 
+ iAa LG(O) - i f30GUl] == O(w-1 M). (2. 12) 

But, from (2.2) and (2. 10), 

(2.13) 

If we substitute for G(t) and r~1) from (2.5) and (2.6), 
and use (2. 13), then (2. 12) yields an equation which 
involves G<O) and r:O), and their second order deriva
tives. The final step is to eliminate r:O) by using (2.11), 
from which it also follows, using (2.1) and (2.2), that 

(2.14) 

Making some algebraic simplifications, with the help 
of (2.4) and 1(3.5), and noting that A2.; O(w), we obtain 
the lowest order approximate equation 

d2G(0) 
aT +W[yK(S)- 2i3oA]G(0)=O(M), (2. 15) 

where the constant y> 0 is given by 1(3. 17). The quanti
ty r~O) is given approximately in terms of G<O) by (2.11). 
Also, from (2.1), (2.2), (2.7), and (2.11), it follows 
that 

(0)' (0) -if30CiL dG(O) -1 

WO'Trn +twf30r k == (f3~- i/2c~) ---;tS+O(w AM). 

(2.16) 

Hence, from (2.10) and (2.16), we have 

dGIO) 
r eo) O( -2 A U ) reo) - aL +O( -2 M) 

n = W lVI, k == w(f3~ -1/24) dS w A • 

(2.17) 

Expressions for G(i) and r:o in terms of G(O) follow 
from (2.5), (2.6), (2.11), (2.14), and (2.15). 

Corresponding to the expansion in (1. 1), the displace
ment u = Vrp + V xA may be written in the form 

u= exp(- if3z)[exp(- waLn)(v(O) +nv(1) + ... ) 

+ exp(- wa ~)(WIO) + nw(t) + ... )]. (2.18) 

Using the curvilinear expressions for gradient and 
curl,3 it is found, in particular, that 

dGIO) 
VIO) = (G(t) - WO!LGIO»n + ~ t- if3G(O)k, (2.19) 

and 

_ twa rIO) _ r(l) + Kr IO ) + drri°»)k 
\ T t t t ds . (2.20) 

These quantities determine the surface displacement. It 
follows from the results of this section that 
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and 

w(O) == i(f3~ + a~)[~ G(O)n- 12 (dG(O) t- iWf30GIO)k)1+ OeM). 
O'T 13o ds J 

(2.22) 

3. REFINED APPROXIMATION 

We now consider a refinement of Eq. (2.15) which 
includes the OeM) terms explicitly. This refinement is 
derived from five exact equations, (A1)- (A5), and five 
asymptotically approximate equations, (A7)- (All), for 
the ten quantities G(o>, G(O, G(2), riO), riO, r:Z), r~O), 

r~1>, r~O), and r~1). The procedure is to multiply Eq. 
(A4) by (f3~ - 1/2c~) and Eq. (A5) by if3oO' T, add, and 
then to express all the quantities in this equation in 
terms of G(O), to within the appropriate order of accura
cy, with the help of the remaining equations. We omit 
the very laborious detailS, but remark that it is neces
sary, in particular, to obtain a refinement of (2.11), 
and it is found that 

(0) - i{300'L (1 + ~ _ !K)C(O) + O(w-2M) 
r t = (f3ij-i/24) w[3o w ' 

(3.1) 

where 

2f3~O'iCirf== [&o(aL - O'T) + O'LO'~]y + [3~C\'LO'T' (3.2) 

In deriving the refined approximate equation for G(O), 

repeated use is made of the lowest order approximate 
equation (2.15) to eliminate higher order derivatives. 

The refined approximate equation is 

d2G(0) 
-;]S2 + W[YK(S) - 2[3oA]U (0) + {d[K(S)]2 + cf3oAK(S) - A 2}C(0) 

K'dG(O) 
+2e--- =O(w-1M) 

w ds ' 
(3.3) 

where the constants c, d, and e are defined as follows. 
If we let 

~=(aL- C\'T)[{3~(C\'L- aT)+20'La~J, 

then d and c are determined by the relationship 

~{d[K(S)J2 + c[3of31K(S)}=P(s), 

(3.4) 

(3.5) 

where pes) is defined1 below 1(3.28), subject to 1(3.17), 
Also, 

~e = ~2 &n (ai + Q~- 3 a}., 0' T) + iaLO'T(70'L - 6a T) 
aLaT 

+ r(aL - (lid [4a2 a2 _ ,{l(a + a )2) (3.6) 
4ala~ L T Po LT' 

We remark that Eq. (3.3) has the same structure as 
the refined approximate equation that arises in the 
scalar problem. 2 Also, it follows from (3.1), with the 
help of (2.1) and (2.2), that riO) satisfies a very simi
lar equation, the only difference being that e is re
placed by e +! in (3.3), where! is given by (3.2). It is 
convenient to eliminate the term involving dC(O)/ds in 
(3.3) by letting 
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(3.7) 

Then, uSing (2.1), we obtain the (modified) refined ap
proximate equation 

d2~ + [W(YK _ 2/3oA) +dK2 + C/3oAK - A2]H = o (w-1M). 
ds 

(3.8) 

The components of VIOl and w<O) in (2.19) and (2.20), 
which determine the surface displacement, are given in 
terms of H by 

v~O)= {_ WO'L + [aLe + «(1';;/)] K}H+O(W-1M), (3.9) 

v<O)= dH +O(w-l~M) 
I ds ' 

(3. 10) 

v~O) = - i(w/3o + A - i3oeK)H + O(w-1M), (3.11) 

and 

w~O)= (~+(I'~) {w+[~- (e+.n1K}H+0(W-1M), 
20' T /30 'J 

(3.12) 

w<O)-_ (~+O';') dH+0(w-1~M) (3.13) 
I - 2/3ij ds ' 

w~O) = - (~~ ~;.) {W/30 + A + /30[(0' T ~ y) - (e + f)] K}H 
2z/30 20'T 

+ 0(w-1M). (3.14) 

4. APPLICATIONS 

The asymptotic results obtained in I by Wilson and 
Morrison follow from the refined approximate equation 
(3.8), which in fact leads to some higher order terms in 
the expansions. The leading term in the asymptotic re
sults follows from the lowest order approximate equa
tion (2.15). These results apply in the case of an open 
boundary curve for which the curvature K(S) attains its 
algebraic maximum at a single point, s = 0, with K'(O) 
=0, K"(O) < 0 and K(S) bounded away from K(O) as Is I 
- 00. We omit the details, since the results are obtained 
by deriving the asymptotic solution of (3.8) for w» 1 
with the help of standard techniques. However, it is 
possible to analyze the higher order modes more com
pletely than was done in I, and without the additional 
assumption K(- s) = K(S) which was made there. We 
merely quote the result for the term i3z in the expan
sion 1(2. 6) for the propagation constant /3. It is found 
that 

21'l ICL = (d £Y _ .2.) 2 + llK~ _ 3K4 
I-'Ot-'"l + 2 4/3ij KO 16K~ 4K2 

+ tm(m+1)(~ -~), 
K2 K2 

where the KJ are defined above 1(3.32). For m = 0, cor
responding to the lowest order mode, .this agrees with 
the expression for i3z in 1(3.31). 

We have so far considered open boundary curves for 
which the curvature attains its algebraic maximum at 
a single point, designated by s = O. The disturbance, 
in addition to being confined close to the surface in the 
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region n = 0(w-1), is also essentially confined to the 
region I s I = 0 (W -1/4), and decays exponentially outside 
this region. 1 The application of these asymptotic re
sults to closed boundary curves for which the curvature 
attains its algebraic maximum at a single point, and to 
closed boundary curves which are symmetric and for 
which the curvature attains its algebraic maximum at 
two points, was discussed in I. However, these results 
are not applicable unless the frequency is high enough, 
so that the disturbance is sufficiently localized in the 
neighborhood of the point of maximum curvature. Nor 
are the results applicable if the deviation of the curva
ture from a constant value is small. In both of these 
cases we may make use of the refined approximate 
equation (3.8), which in general has to be solved 
numerically. 

Let us consider boundary curves of nearly constant 
curvature, the deviation from constancy being of order 
w-1• We assume that w/wo = 0(1), where wo» 1, and 
consider boundary curves for which the curvature has 
the form K(S) =ko + wij1k1 (s), where ko is constant. Then, 

A - ~ + w-1A H(s) - Ho(s), 2i3
0 

0 1> 
(4.1) 

where, from (3.8), 

d
2H

O +[fd + £Y _ 4)kij + ~ [yk1 (s) - 2 /3oA1P Ho = O. (4.2) 
ds 2 \ 2 4/30 Wo ~ 

This is an eIgenvalue problem, with A1 to be deter
mined. In general, Eq. (4. 2) has to be solved numeri
cally in the region where ykl (s) = 0(1), w/wo = 0(1). 

If we take lK(s) = - 1 + 2wijlk1 cos (2s/l) , corresponding 
to an almost circular bore with circumference 27Tl, 
then the periodic solutions of (4.2) may be expressed 
in terms of Mathieu functions, 4 and the values of At 
are given in terms of the corresponding eigenvalues. 
An analogous discussion for the scalar problem was 
given in Ref. 2. For a circular bore, corresponding to 
k1 = 0, the solutions of (4.2) which are periodic in s with 
period 27Tl are Simple harmonic functions, and 

w C 2 
2-1'l A Z2=d+ ~_...L._ m 2 (4.3) 

Wo 1-'0 1 2 4/3ij , 

where m = 0, 1, 2, .. '. We have verified that the asymp
totic solution of the known dispersion relation for the 
lowest order surface mode, 5 corresponding to m = 0, is 
consistent with (2.3), (4. 1), and (4.2). An expression 
equivalent to that for the leading term in (4.1) was 
derived by Gregory,6 in the case m = O. The higher 
order surface modes correspond to those investigated 
by Ronnekleiv1 and we have verified that the asymptotic 
solution of the dispersion relation gives the leading 
term in (4. 1), independently of m. 

We now take ko = 0 and lk1 (s) = k1 sech2 (s/1), with k j 

> 0, corresponding to a wedgelike object somewhat 
similar to a hyperbolic cylinder. In this case the solu
tion of (4.2) may be written down explicitly. 8 The solu
tions which vanish for I s I - 00 are 

Ho = [sech(s/Z)]bmF(2b", + m + 1, - mi bm + 1; t[l- tanh(s/l)]), 

(4.4) 

J.A. Morrison 961 



                                                                                                                                    

where 

bm=[(w/wo)yktl +t]t/2_ m- t> 0, m=O, •.. ,N, 

(4.5) 

and the corresponding eigenvalues are given by 
2 (w/ wo)i3oAt12 = b~. The hypergeometric function9 in 
(4.4) terminates, and is a polynomial of degree m in its 
argument. There is a finite number of modes, and the 
lowest order mode, corresponding to m = 0, always 
exists. Note that for m = 0 the hypergeometric function 
in (4.4) is identically equal to 1. If wyktl < 2wo, then 
only the lowest order mode exists. In the limiting case 
k t - 0, corresponding to a planar boundary, bo - 0 and 
Ho -1. That is, the lowest order mode tends to a 
Rayleigh wave on a plane infinite half-space as k t - O. 

In a subsequent paperlO the results of the numerical 
solution of the refined approximate equation (3.8) for 
various cross-sectional shapes, corresponding to both 
open and closed boundary curves, will be presented. 
The mode behavior in the transition region between the 
case of cross-sectional boundary curves of constant 
(and not "almost" constant) curvature, for which the 
modes are localized, and the case of constant curvature, 
for which they are not, is vividly depicted by these re
sults. Also, comparisons are made with numerical re
sults based on the asymptotic formulas in I. In addi
tion, some higher order modes are considered. The 
phase and group velocities are also computed. 

APPENDIX 

We first write down six exact equations which follow 
from (1.1) and the equations for cp and A derived in I. 
The terms independent of ~ = wn in the first two equa
tions of 1(2.10) yield 

The divergence condition 1(2. 15) and the boundary con
ditions 1(2. 12)- (2.14) yield 

dr(O) 
(W (l! +K)r(O)_ r(1)+i"r(O)_ -t-=O 

T n n I-' k ds ' 

[
w21 (l!2 + _1_) + WO! -" _ K2]r(0) _ (2wO! + K)r(t) + r(2) 

\ T 2c}. ,.. t T t t 

drh
t

) + ( )dr~O) + '''( C(O) C(1))-O 
- ds WO!T- Kastl-' WO!L - -, 

and 
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(A3) 

(A4) 

(A5) 

W2(0!2 +_1_)r(0)_2wO! r(t)+r(2)+i"(r(t)_wO! reo»~ 
T 2c}. ~ T ~ k I-' n T n 

(A6) 

Four more equations may be obtained from the terms 
independent of ~ = wn in the last two equations of 1(2.10), 
and from the terms proportional to ~ in the first two 
equations of 1(2.10). We do not write out the exact equa
tions here, but merely state the asymptotic approxima
tions to them which are obtained by making use of 
(2.1)- (2.4). It is found that 

d2r(0) 
~ + w(O! K - 2" A)r(O) - 2wO! r(t) ds. T 1-'0 n T n 

dr(O) 
+2K--t- + K'r(O) = o (w-1.<lM) (A7) ds t , 

(A9) 

and 

WO! TK 2riO) + w(O! TK - 2i3oA)rit) - 2wO! Tr !2) 

d2r(t) d2r(0) dr(O) 
+ dS~ + 2K dS~ + KiTs = O(M). (A10) 

We also use the asymptotic approximation to (A6), 

(All) 
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Derivation of an exact quantum-mechanical formula for the 
seco~d term in t~~~ctivity expansion of the correlation 
function S{Q,w)* <tl:"" 

R. E. Johnson and N. K. Pope 

Department of Mathematics. Royal Military College of Canada. Kingston. Ontario. Canada K7L 2W3 
(Received 1 December 1975) 

We derive an exact expression for the second term in the activity expansion of S(Q,w), the Fourier 
transform of Van Hove's correlation function, for a quantum system of bosons or fermions (spin neglected). 
The results for both the self and distinct parts of this function are given in terms of standard two-particle 
T matrices. The detailed-balance condition and zeroth and first moment relations are confirmed. An 
expression for the second term in the activity expansion of SeQ), the structure factor, is obtained. The 
derivation follows directly from the definition of S(Q,w) using formal operator techniques; in addition, we 
show that the conserving T approximation for two-particle Green's functions yields the same result. 

I. INTRODUCTION 

The function S(Q, w), sometimes called the "scatter
ing law" or "dynamical structure factor," is defined to 
be the space and time Fourier transform of the Van 
Hove pair correlation function! for a system of parti
cles. It has been utilized in the study of inelastic 
neutron scattering, absorption of radiation in matter, 
and inelastic electron scattering from nuclei. 2-6 This 
function is characteristic of a particular system of 
particles; when the system is considered as a scatter
ing medium the quantities nQ and nw are the momentum 
and energy transfers, respectively, from the projectile 
to the medium. (We set n = 1 for convenience; to restore 
Ii in any formula replace m by mn-2 and w by nw. ) 

The definition from which we begin is 

S(Q, w) = (21Tna)-! J : dt exp(iwt) /,,£ exp[ - iQ· r , (t)] - \,} 
xexp[iQ· r1(O)~, (1.1) 

where n is the density of particles, a is the volume of 
the system (lima - co is to be taken), and the pOSition 
operator r , (t) in the Heisenberg representation is given 
by 

r , (t) = exp(- itH)rz exp(itH) 

where H is the many-body Hamiltonian; the grand 
canonical ensemble average is defined by 

(e) = Tr{exp[ - f3(H - J-Liv,]e }lTr exp[ - f3(H - I.LV)], 

(1. 2) 

(1. 3) 

where 13 is the inverse temp~rature, J-L the chemical 
potential of the system and N the number operator. The 
terms with l =j in (1. 1) yield the self part S(8) while 
those with l *j yield the distinct part S(rl), such that 
S(Q,w)=S(S)(Q,W)+S(d)(Q,W). This separation is re
quired in the analysis of coherent and incoherent scat
tering from systems having nonzero spin or a mixture 
of isotopes. 

In this paper we derive an exact quantum mechanical 
expression for the next-to-leading term in the density 
or activity expansion of S(Q, w). That is, we go one 
step beyond the familiar ideal gas expression for 
S(Q, w) in the same sense that the second virial coeffi
cient provides an improvement to the ideal gas equation 

964 Journal of Mathematical Physics. Vol. 17, No.6, June 1976 

of state. Our result is expressed in terms of on- and 
half-on-shell two-particle T matrices and, if apposite, 
two-particle bound state energies and wavefunctions. 
We demonstrate two methods for obtaining this result: 
in the main body of the text, (Secs. IT and Ill), we 
proceed directly from definition (1. 1) with the aid of 
certain operator relations7 to obtain separately both 
S(S)(Q, w) and S(d)(Q, w); in Appendix C we use a Green 
function technique, starting from the expression for 
S(Q, w) in terms of a certain two-particle Green's func
tion. We show that these two approaches yield the same 
result provided that the latter includes the additional 
term in the conserving T-approximation for the two
particle Green's function. 8 

In Sec. IV we confirm that the condition of detailed 
balance is satisfied for our results and study the zeroth 
and first moment relations. From the zeroth moment of 
S(Q, w) we obtain an exact expression for the coefficient 
of the linear term in the activity expansion of S(Q), the 
structure factor. 

II. PRELIMINARIES 

W~ consider a quantum system containing spinless 
particles (hosons or fermions) of mass In which inter
act via a two-body potential V; the system is assumed 
to be dilute so that the activity, Z = exp (f3J-L) « 1; let 
A= (21Tf3/m)1!2. The Hamiltonian is 

H=Ho + HI ="£ Ki + "£ Vii> (2.1) 
i i<1 

where K represents the one-particle kinetic energy 
operator. The standard two-particle T operator is 
defined by 

T(?;) = V + V(?; - HJ 2»"iT(?;), (2.2) 

where?; is a complex variable (not purely real). The 
two-body system with Hamiltonian H~2) + V may possess 
bound states I B) with energies EB < 0 after the center-of
mass energy has been removed. (For the sake of brevi
ty we omit bound state contributions in presenting our 
results but indicate in Appendix A how they may be in
cluded if desired. ) 

Matrix elements of the T operator between eigen
states of Hci2) are introduced: we write (P1P21 T(1;) I klk2) 

where Hci2) I P1P2) = (Epi + Ep2 ) I PIP2) and Epi = p j 2/2m. Re-
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duced matrix elements (p I T(P, s) I k) and (p I T(s) I k) are 
defined by (A6) and (A7) in Appendix A; P= (Pt- P2)/2, 
P = PI + P2, etc. The function (PtP2 I T (s) I kt k2) is analytic 
in the complex s plane except on the real axis. We 
write (PtP21 T(x") I klk2) for liIllE - 0+ (PtP2I T(x ± if) I klk2) 
where x is real: By property (A3) the real part of this 
function is continuous across the real axis, and we 
write, simply, Re(PtP21 T(x) I kt~); the discontinuity in 
the imaginary part is given by (A8). 

The density of particles in the system is given by a 
power series in the activity according to 

n = ;\-3z + n2z2 + 0 •• , (2.3) 

where (neglecting bound-state effects), 9 

n =± 2-3/2 ;\-3_ 23/2 ;\-3fl f ~ exp(- flp 2/m ) 
2 (27T)3 

xRe(PIT(p2/m )lp)s + 23/2 ;\-3p. v.f ~~~ 
x exp(- flk

2
/m) - exp(- flp 2/m ) (P 1 T(k2/m+) 1 k) 

(k2;m - p2jm)2 

x (kl T(k 2/m-) 1 p)s (2.4) 

with I p)s = I p) ± 1- pl. Beginning with (2.4), upper and 
lower signs are used to denote Bose and Fermi statis
tics, respectively. 

Let us define 

F(S)(Q, w) = 27TnS(S)(Q,w), 

F(d)(Q w) = 27TnS(a)(Q, w). 
J 

(20 5a) 

(2.5b) 

These quantities possess expansions in z of the form 

SeQ, w) = So(Q, w) +zSt(Q, w) + ... , 

F(Q, w) =zFt(Q, w) + z 2F 2(Q, w) + ... , 

(2.6) 

(2.7) 

where it is well known that, (for the ideal gas limit), 

So(Q, w) = S~S)(Q, w) = (flm/27T)1/2Q-l exp[ -2~n: (w - ~y]. 
(2.8) 

The object of our attention is St(Q,w) which, by com
bining (2.6), (2 0 5), (2.3), and (2.7), is given by 

Sl (s)(Q, w) = (27T)-1;\3 F2 (S)(Q, w) - ;\3n2S0(Q, w), 

St (a)(Q, w) = (27T,-t;\3 F2 (a)(Q, w). 

(2.9a) 

(2.9b) 

Thus, our purpose is to derive exact expressions for 
F2 ($) (Q, w) and F2 (d) (Q, w): These will yield the first 
correction terms in the activity expansions of S(S)(Q, w) 
and s(a)(Q, w). 

III. DERIVATION 

We now derive exact expressions for F2 (S)(Q, w) and 
F2 (d)(Q, w) starting from Eqs. (2.5) and (1. 1). 10 The 
grand canonical expectation appearing there may be 
evaluated by summing over an appropriately sym
metrized orthonormal basis, I Mt ... M N ), for fixed N, 
then summing over No Thus, 
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x 6 6 (Ml· .. MNlexp[-(fl-if)H(N)] 
Mt···MN I,J=l 

Xexp(- iQ· rl)exp(- itH(N» 

Xexp(iQ· r J )pIMl ·· .MN ), (3.1) 

so that F(S)(Q, w) corresponds to 1 =j terms and 
F(d)(Q, w) to 1 *j terms; H(N) is the Hamiltonian for the 
N particle system, P is the permutation operator and 
E

P = 1 for bosons and ± 1 for fermions according to 
whether P is an even or odd permutation, respectively; 
the grand partition function has the expansion 

(3.2) 

We choose a representation consisting of states 
IP1··· PN) where each IP1) is an eigenstate of the cor
responding kinetic energy operator, i. e. , 

K1Ipi)=Ep.lpi). (3.3) , 
Each summation on M j is replaced by an integral on 
(27T,-3 dpi; to be consistent each 1 Pi) has dimensions of 
(volume)1I2 and (Pi 1 Pi) = n. In this manner we obtain 
from (3.1): 

F t (Q, w) = f (:;)3 exp(-2~2)f~~ dt 

xexp\it(w+ L - (P+Q)2)] 
[ 2m 2m 

= 2;;Q exp[-2~~(w- ~YJ. (3.4) 

which agrees with the ideal gas result (2.8), and 

-tl~ (. f~ F 2(Q,w)=n _~ dtexp ztw) (27T)6 

x (P1P21 exp[ - «(j - it)H(2)] exp(- iQ 0 rl) 

Xexp{- itH(2 »[exp(iQ· r t ) + exp(iQ· r2)]1 P1P2)$ 

(3.5) 

where I PtP2)s = IP1P2)± IP2Pl) accounts for statistics. 
There are two different types of contributions to F2 
arising from the two terms in brackets in (3.5); the 
first term, exp(iQ. rl), yields F2 (S) while the second 
term gives F2 (<I) 

In evaluating (3. 5) the essential problem is how to 
treat the operators exp[ - (fl- it)H(2)] and exp(- itH(2». 

Our approach leads to the introduction of the T opera
tor (2.2). We use the operator relations11 

exp(- 1H) = -2
1

. ( d s exp(- Tn(s - H)-t, (3.6) 
7TZ Jc 

where the contour G encloses the real axis of the com
plex s plane in the positive sense, and 

~ 

(s - H,-l = 6 (s - Horl[Hl (s - Horl]T. 
T=O 

(3.7) 

Combining these relations and isolating the r = 0 term 
leads to 

exp(- TH(2» = exp(- THo (2» + 2~i ids exp(- TS) 

x s-10(2) T(s) S-~O(21' (3.8) 
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This result is now employed to replace the operators 
exp[- (13- it)H(2)] and exp(- itH(2») occurring in (3.5). 
The two terms of (3.8) thus give rise to four terms in 
F2 (S) and four in F2 (4); in addition, each of these has a 
direct term and an exchange term arising from the two 
possible permutations of the final state labels. These 
contributions will be denoted by 

F2(S)=X(O)+X(T1)+X(Tl)+X(TT), (3.9) 

F2(d)=cp(O) +cp(Tl) +cp(Tl) +cp(TTl, (3.10) 

where in (3.5) exp[ - (13 - it)H(2)] is to be replaced by the 
corresponding first term of (3.8) in (0) and (Tt) and by 
the second term of (3. 8) in (T2) and (TT) while 
exp( - itH(2») is replaced by its first term of (3. 8) in (0) 
and (T2) and its second term of (3.8) in (Tt) and (TT). 
We simply note that the various terms in the expansion 
of (3.1) can be represented by diagrams similar to 
these of Bloch10 ; however, there is little to be gained by 
presenting the diagrams for the N = 2 terms and, there
fore, we do not do so. 

The interaction-independent contributions are 

X(O)(Q w) = 27Tf2-1! ~ exp[- i3(1!i + p~)] 
, (27T)6 2m 2m 

X{6(w - PI . Q/m - Q2/2m)f22 

± 6(w - P2' Q- Q2/2m)f2(27T)36(Pl- P2)} 

- m.-3F 1(Q,w) 

=± 4;;Q exp[ - :2m (w - :::) J, (3.11) 

cp(O)(Q W)=±27Tf2-lf~ exp [- r.i1!i + p~)] 
, (27T)6 "2m 2m 

x o(w - PI . Q/m - Q2/2m)O(27T)36(P1 + Q - P2) 

= exp(- i3w)x(O)(Q, w). (3.12) 

Note the cancellation which occurs in (3.11): the same 
result is obtained if one neglects the effect of Zgr and 
considers only the linked diagrams for F 2• 

The other components of F2 are interaction-depen
dent, the interaction entering via the T matrices. The 
complex integral in the second term of (3.8) has matrix 
elements which, because of property (A4), can be ex
pressed in terms of a real variable of integration, 

-21 . r dl: exp(- rl:)(PIP21 (I: - Ho (2»)"IT(I:)(1: - Ho (2»)"11 klk2) 
1rl J c 

1. ~ dx ( ) I { (P1P2 1 T(x+) I klk2) } =- - exp - 7X m 
_~ 7T (x+-EpI-Ep2)(x+-Ekl-Ek2) • 

(3.13) 

The integration over t in (3.5) yields a delta function in 
every case. Accordingly, we obtain 

X(Tl)(Q w)=- 211-lf~ exp[- (3(E +E ) , (27T)6 PI P2 

X f~ dx o(w +Ep +Ep -x) 
_~ I 2 

XI {(PI + Q, P2 1 T(x+) I PI + Q, P2) 
m (x+ - EpI+Q - Ep2)2 
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(PI + Q, P21 T(x+) I P2 + Q, pd } (3. 14a) 
± (x+ - EpI+Q - Ep2 )(x+ - Epi - E P2+Q) , 

X(Tl)(Q, w) = - 20-IIdt2~~f2 f~~ dx exp(- (3x) 

X o(w + x - E _ E ) 1m {(P1P2I T(x+) I PIP2)S} 
Pl+Q P2 (x+ _ E - E)2 , 

PI P2 

(3. 14b) 

X(TT)(Q w) = 211-1! dPI dP2 dkl dk2f~ dx' exp(- (3x') 
, (27T)12 _~ 7T 

X l~~O(W + x' - x) 

X I { (P1P2 1 T(x'+) I kl~)s } 
m (x'+ - Epi - Ep2 )(x'+ - Ekl - E k2 ) 

XI { (k1+Q,k2I T(x+)IP1+Q,P2) } 
m (x+ - Ekl+Q - Ek)(X+ - EpI+Q - Ep2 ) , 

(3. 14c) 

cp(TIl(Q,W)=_ 211-l f d~:'~2 exp[- i3(Epl + Ep2 )] 

X f: dx6(w + EPI + Ep2 - x) 

X I { (PI + Q, P2 1 T(x+) I PI, P2 + Q) 
m (x+ - E p1 +Q - Ep2 )(x+ - Epi - E p2+Q) 

(PI + Q, P21 T(x+) I P2, PI + Q)} 
± (x+ - E - E )2 , 

PI+Q P2 

cp (Tl)(Q, w) = - 211-1 f dZ~:'~2 f~~ dx exp(- (3x) 

X 6(w + x - Epl - E~+Q) 

(3. 15a) 

XI {~2IT(X+)IPI-Q'P2 +Q)s } 
m (x+ - Epi - Ep2 )(x+ - Epj"Q - E p2+Q) , 

(3. 15b) 

A-,(TT)(Q W)=211-lf~2dkldk2 
~, (27T)H 

The x-integration in each of these expressions may 
be readily performed. Then we introduce relative and 
center-of-mass momenta and the reduced T matrices 
as defined by (A6). Thus, we obtain, for example from 
(3. 14a), 
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X(T1l(Q W)=-2! dp exp(-[jp2\)j' dP exp(-f3p2) exp[-f3 (Q2_ 2p .Q_P.Q)] , (2;)3 m J. (21T)3 4m 2m 

(3.16) 

there are corresponding expressions arising from (3. 14b), (3. 15a) and (3. 15b). The corresponding result for 
(3. 14c) is 

(TTl fdPdkdP[~dx (r.l~) { (PIT(P,x+)lk)s t 
X (Q,w)=2 (21T),9 _~ -;-exp-,.... 1m (x+-p2/m-p2/4m)(x+-k2/m-P2/4m)) 

{ 
(k+!QIT(P+Q,x++w)lp+!Q) } 

xlm (x+ +w - (k+ ~)2/m - (P +Q)2/4m)(x++w - (p + ~)2/m - (P +Q)2/4m) , 
(3. 17) 

and there is an analogous result for (3. 15c). 

To perform the x-integration in (3.17) we require the formulas (Bl) from Appendix Band (A8) from Appendix 
A; We obtain 

(TTl(Q W)=_4P.v.jdP dk ex (_ [jp2)Re IT(P2/m )lk)sj dP ex (_ pp2) 
X, (21T)6 P m p2 m - k 2/m (21T)3 p 4m 

I { (k+!QIT(P+Q,w+p2/4m+p2/m +iE)lp+!Q) t 
x m (w+p2jm-k2jm-Q2j2m-k.Q/m-p.Q12m+iE)(w-Ci!2!2m-p.Q/m- p.Q/2m+iE)} 

2P V f dpdkdl ([::Jl2 1 T(Z2/m + 11)(11 T(Z2/m -)k)s f dP I pp2) 
- " (21T)9 exp - --;;;: (Z2 m _ p2/m )(Z2/m _ k 2/m) (21T)3 exp \- 4m 

Xlm{ (k+!QIT(P+Q w+p2/4m+Z2/m+iE)lp+tQ) } 
(w +Z2/m - k2jm - Q2j2m - k· Q/m - p. W2m +iE)(W +Z2!m - p2/m - Ci!2!2m - p. Q/m - p. Q/m +iE) , 

(3.18) 

and the corresponding expression for cp(TTl(Q,w). 

Finally, the center-of-mass momentum integration in (3.16), (3.18), and the corresponding expressions for 
X(T2l, cp(T1l, cp(T2l, and cp(TTl can be performed with the aid of Eqs. (B2), (B3), (A7), and (A8); we also use (A13) 
to replace a derivative of the T matrix where it appears. The results are: 

X( 7'1l = X1T1l + X1T1l, 

where 

967 

x1T1l
(Q, w) = ~~: j (:;)3 exp[- ! (p- tQ)2J(w - P:n Q)exp [- ~n; (w - p :n

Q fJ Re(p !T(p2/m) !p) 

+ !~ P. V . f ~~:; exp [- ! (p - tQ)2 ] 

X exp[- f3m/Q2(w - p. Q/m +p2/m - k 2/m)2]_ exp[- {3m/Q2(w - p. Q/m)2] 
(k2/m _ p2/m)2 

x (p! T(k 2/m+) I k)(k! T(k 2/m-)! p), 

X(T1l(Q w) =± 4m
2 
p. v.f ~exp[- ~ (p _ tQ)2]exp[- pm Iw _ ~) JRe(P1 T(p2/m ) 1- P +Q) 

E , 1T{3Q (21T)3 m 2 Q2 ~ m p2/m _ (_ p + Q)2/m 

X( T2l(Q, w) = - :~32 j (~;)3 exp (- (3!2) (w - E..:mQ) exp[-~ (w - 2~ - p :nQ) fe(P I T(p2/m ) I p)s 

+ ;;~ p. v.j ~~:; {exp (- ~2)exp[_ ~n; (w - ! -p ~Q + ~ _ ~y] 
-exp(- {3!:-)exp [_ ~(w- ~- P:nQfJ}(k2/m-p2/mr2(p!T(k2/m+)!k)(k!T(k2/m-)lp)s, 
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(3. 19c) 

¢ (Tl) = ¢1T1 ) + ¢ ~T1), where ¢ 1T1 )(Q, w) =± X1Tl )(Q, w) with final state 1- p + Q) replaced by Ip - Q) in each term of 
(3. 19a'), and ¢iT1 )(Q, w)=± x1T1>(Q, w) with final state Ip) replaced by 1- p) in each term of (3. 19a), (3.20a) 

,!,(T.D(Q w)= 4m
2 
p. v.f dp ex (_ [3p2)ex [_ pm{w_ ~+ p.Qr!Re(pIT(p2/m)lp-Q). 

'f' '71f3Q ~ P m P (7~ 2m m/J pzjm-(p-Q)2/m 

+-- p. V· =-=- exp - - exp - -2 W - - + ~ + - - -2m2 f dndk (f3k2 ) [pm ( Q2 . Q k
2 

p2)2] 
71[3Q (271)6 m Q 2m m m m 

(0 I T(k2/m+) I k)(kl T(k2/m-) I p - Q). 
X ~Tm - p2jm){kzJm - (p - Q)2/m) , (3.20b) 

¢(TT)(Q,W) is obtained from X(TTl(Q,W), as given by (3. 19c), by replacing the states (PI by (- pi and Ip+~) by 
I-p-.~). (3.20c) 

Now, combining (3.11) with (3.19), we obtain F2 (S)(Q, w), while (3.12) and (3.20) give F2 (d)(Q, w). Our final ex
pressions for SI(SI(Q,W) and SI(dl(Q,W) are then given by (2.9). 

IV. ADDITIONAL PROPERTIES 

There are a few well-known properties which must 
be possessed by S(Q, w); from our point of view these 
serve as checks on our calculation. 

The detailed-balance condition is S(- Q, - w) 
= exp(- f3w)S(Q, w). This relation is satisfied by 
F2(Q, w), but it is not true that F2 (s)(_ Q: - w) =exp(- f3w) 
XF2 (S)(Q, w) because of the exchange terms. We can 
show from (3.11), (3.12), (3.19), and (3.20) that (if 
direct and exchange are denoted by subscripts D and E, 
respectively), the detailed- balance relation is satisfied 
individually by x(O) + ¢(O), xbT1 ) + x1T2 ), X(TT), ¢bT1 ) 

+¢1T2l, ¢(TTI, X1T11 +¢1721 , andx~T2I+¢1T1l. 

The familiar zeroth moment relations are 

1.: dw S(')(Q, w) = 1, I ~ dw S(Q, w) = S(Q), 
-~ 

which defines the structure facture, S(Q). Since 

1.: dw So(Q, w) = 1, 

it is necessary, according to (2.9), that 

1.: dw F2 (')(Q, w) = 271nz, 

(4.2) 

(4.3) 

where n2 is given by (2.4); this acts as a check. On the 
other hand, if we define 

S(Q) = 1 + z SI (Q) + ... , (4.4) 

then the equation 

SI (Q) = (271rlA3 1.: dw F2 (d)(Q, w), (4.5) 
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Igives a new result, namely, an exact expression for the 
first order term in the activity expansion of the struc
ture factor. 

Let us denote the zeroth moment of the various con
tributions to F2 by a subscript O. Confirmation of (4.3) 
is obtained from equations (3.11) and (3.19) by showing 
directly that xb~) = 0 and x~O) + X~ T21 = 271n2; we require , « 
equation (A12) to show that Xl~l = Xo TTl = O. Then we 
make use of (A12) to show that Eqs. (3.12) and (3.20) 
yield ¢~ Ttl = ¢~ TTl = 0; from ¢~Ol and ¢~T21 we obtain the 
result 

S (Q) =± 2-3/2 exp (- f3Q2) + 25/2 f ~ 
1 4m (271)3 

( 
f3p2) Re(p I T(p2/m) 1 p - Q)s 

X exp - --:;:;: p2/m _ (p _ Q)2/m 

The first moment relations are usually written 

1.: dw wS(sl(Q, w) = Q2/2m, 

J ~ dw WS(dl(Q, w) = O. 
-~ 

(4.6) 

(4.7a) 

(4.7b) 

W! now confirm that (4. 7a) and (4. 7b) are satisfied by 
our result. We denote the first moments of the various 
contributions to F2 by the subscript 1, and, using 
formulas (A14), (A15), (A16), and (AlB), we can show 
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that Eqs. (3.11), (3.12), (3.19), and (3. 20) yield the 
following (see Appendix A for notation): 

X(Ol+X(Tll=27Tn Sf.... _25/27TA-3 
1 122m 

f ..!!L I - -I X {27T)3 (P exp{- {3H) V p}s, (4.8a) 

x?1l = 25/27TA-3 f {~;)3 (p I exp{- {3HorVI p}.. (4.8b) 

X?Tl = 25 /
27TA-3 f {~;)3 (P I {exp{- {3H) - exp{- {3Ho)}Vlp)s, 

(4.8c) 

iP~Ol = 0, (4.9a) 

1>?1l=25/27TA-3f {~;)3(plexp{-{3iio)Vlp-Q}s, (4.9b) 

1>~ Tll = - 25/27TA-3! {:;)3 (p I exp{- {3ii) vi P - Q)s, (4. 9c) 

1>~ TTl = 25/27TA-
3! {:;)3 (P I (exp{- {3Ho) 

(4.9d) 

Thus, combining all of (4. 8) and (4. 9) we obtain 

J 00 dw wF2 (sl (Q, w) = 27Tn2{Q2/2m), 
_00 

(4. lOa) 

(4. lOb) f_: dw wF2 (dl{Q, w) = 0, 

which agree with (4. 7a) and (4.7b). 

V. DISCUSSION 

We have obtained exact expressions for the coeffi
cient of z in the activity expansions of S(sl (Q, w) and of 
S(dl{Q, w): These are given by (2. 9), (3.9), (3.l0), 
(3.11), (3.l2), (3.l9), and (3. 20). These results are 
expressed in terms of on- and half-on-shell two-parti
cle T matrices. It is assumed that the two- body inter
action depend only on the relative coordinates and that 
this function be integrable over all space; no further 
restrictions are required. The effect of two-particle 
bound states was not included in our results but can be 
introduced by means of the second term in (A8). Statis
tics was included and spin can be quite simply if de
sired. Thus, our results are quite general. 

An exact result for the coefficient of z in the activity 
expansion of the structure factor SeQ) is given by (4.6). 
In Appendix A we obtain some properties of the T 
matrix which to our knowledge have not previously been 
recorded. 

In Appendix C we demonstrate that Baym and 
Kadanoff's conserving T approximation8 for the two
particle Green function gives the correct result for 
seQ, w) to first order in the activity. Note, however, 
that this technique does not allow S(Sl(Q, w) and 
S(dl(Q, w) to be calculated separately. Moreover, the 
Green function theory requires a considerably more dif
ficult calculation (not described in detail in Appendix 
C), than the method used in Sec. III. This suggests 
that the Green's function formalism is not the most con
venient for activity expansion calculations. 
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We are aware of a derivation by Dashen and Ma12 of 
part of the coefficient S1{Q, w): They obtained only the 
two lowest order terms in Q and w. In that paper a 
more general class of correlation functions was con
sidered and these were given in the low energy limit 
in terms of scattering amplitudes. Although their non
relativistic formula (7. 7) is simply related to part of 
S1 (Q, w) we have been unable to make a detailed com
parison of our result with theirs; in fact, it is not 
obvious that our formula for S1 (Q, w) does possess such 
a series expansion. 

APPENDIX A 

The properties of the T matrices which are used in 
this paper are presented (and in some cases derived), 
here. The T operator is defined by (2.2), and its 
matrix elements in the momentum representation are 

(P1P21 T{I:) I k1k2) 

_ ( I vi k k ) +J dl1 dl2 (P1P2 1 VI 1112){1112I T{I:) I k1k2) 
- P1P2 1 2 (27T)6 I: - E - E ' 

'1 '2 

where the complex variable I: is not purely real. It 
follows immediately that13 

:1: (P1P2I T{I:) I k1~) 

(AI) 

_ -f dl1 dl2 (P1P2 1 T{I:) I 1112}(1112I T{I:) I k1k2} (A2) 
- {27T)6 (I: - E'1 - E ,/ . 

The interaction V is assumed to be such that V{rt> r2) 
= V{r1 - r2) = V{r2 - r1) and J drV{r) exists: It follows that 

(P1P21 T{n 1 k1k2) = <ktk21 T{I:) 1 P1P2) = (P2P11 T{I:) 1 ~k1)' 
(A3) 

In addition, hermiticity of V implies that if x is real, 

(M) 

Introducing the center-of-mass and relative momenta 
corresponding to each two-particle state we obtain 

(A5) 

where (P I VI k) = V(P - k) = V(k - pl. Thus, reduced or 
one-particle T matrices can be defined according to 

(P1P21 T{I:) 1 k1~) = (27T)3 0{p - K)(P 1 T{P, n 1 k); (A6) 

the reduced matrix elements have symmetry properties 
corresponding to (A3) and (A4). It can also be shown 
from the definition that if 0' is independent of P, then 

(P 1 T{P, p2/4m + 0') Ik) = (P 1 T{a) Ik) (A7) 

does not depend on P. The latter quantity is said to be 
half-on-shell if 0' =p2/m or 0' =k2/m. An expression for 
the discontinuity across the real axis of the T matrix 
can be derived14 : 

Im(p 1 T{P ,x·) Ik) = - 7T f (:;)3 o{x - p2 /4m _l2/m ) 

x (P 1 T{l2/m ·) 11)( 1 T{l2/m -) 1 k) 

- 7T 6 o{x - p2/4m - EB)(EB - p2/m ) 
B 
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the right side containing half-an-shell T matrices 
bound-state energies EB < 0 and bound-state ' 
wavefunctions. 

We now develop some additional properties which are 
based on the operator relation (3. 8), 

exp(- 7H(2» - exp(- 7Ho (2» 

= (2lTir1 fed!; exp(- 7!;)(!; - Ho (2)r1T (!;)(!; - Ho (2),-1, 

(A9) 

where the path of integration C surrounds the real axis 
of the !; plane in the positive sense. By expanding both 
members of (A9) in powers of 7 we obtain 

1~ dxIm[ (P1P21 T(x+) Ik1k2) J-o (AlO) 
(x+-Ep -Ep )(x+-Ek -Ek ) - , 

_'" 1 2 1 2 

1~ dx Im[ (P1P2 1 T(x+) I k1k2) ] 
x (x+ _ Ep - Ep )(x+ - Ek - Ek ) 

-'" 1 2 1 2 

= -IT (P1P21 vi k1k2). (All) 

These formulas may be combined with (A8) (we 
neglect the bound state term for brevity, but there is 
no difficulty, in principle, to include this contribution 
if desired), to yield, with the help of (Bl), such results 
as 

x Re(Z2/m - p2/m +iEr2(p I T(Z2/m +) 11)(11 T(Z2/m -) Ik) 

=0, if p2=k2, (A13) 

(Al5) 

Returning to (A9) and defining the single-particle 
operators if = 2K + V and iio = 2K we obtain the result 

e (_ f3p2)Re IT(p2/m )lk) 
xp In P In _k2 m 

Another operator relation, easily obtainable from (3.7), 
is 
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exp(- 13H(2» V = (2lTW1 fe d!; exp(- 13m!; - Ho (2)r1T(!;), 

(Al7) 

and this gives the formula 

L 13p2) f dl exp '\ --;;;: Re(PIT(p2/m )lk)+P' V· (2lT)3 

Xe (_ (3l2)(P1 T(Z2/m +) 11)(11 T(l2/m -) Ik) 
xp m Z21m _ p2/m 

= (P I exp(- 13ii) V I k). (Al8) 

APPENDIX B 

The following formulas are used in this paper to 
evaluate certain integrals (limE - 0+ is implied in every 
case). 

If the function f is such that f(x + iE) =1* (x - iE), then 

f~~ dx 1m (x _ a {(;E~:E2 b +iE») 

- 7T(a - br1[Ref(a) - Rcf(bl] + p. V f~~ dx 

x Imf(x +iE) 
(x-a)(x-b)' 

_ R ,P( )+p. V.jdxImf(x+ie)-Imf(a+iE) 
IT eJ a (x _ a)2 , 

if b =a. 

If g is a function of two variables and if g1 and g2 
denote the two partial derivatives, then 

r~ dX fo~ dPg(P, PX) Im[(a - PX +ier1(b - PX +ier1] 

(Bl) 

= ~ IT(a - b,-1 fo 
1 
dX X-1[g(a2X-2, a) - g(b2X-2, b)], if b #0 a 

tlT f01dX[2aX-3g1(a2X-2,a)+x-1g2(a2x-2,a)], if b=a 

(B2) 

and 

r~ dX fo'" dP g(P, PX) o(a - PX) = J~ 1 
dX X-1g (a2X-2, a). 

(B3) 

These formulas are used to perform the center-of-mass 
momentum integration leading to Eqs. (3.19) and (3.20). 
In particular, (B3) is used in connection with (A8). 

APPENDIX C 

Here we present an outline of how the theory of tem
perature Green's functions can be used to compute 
S(Q, w) to the same order in z as in the main text of 
this paper. The definitions of the one- and two-particle 
Green's functions, their boundary conditions and other 
properties are given by Kadanoff and Baym15; we con
form to their notation. 

Consider the two-particle Green's function 
~ (r1 - r2, 71 - 72) = G2 (r1 710 r2 72; r1 71 +, r2 72 +) where the 
'times" here are imaginary and ordered from 0 to - if3. 
The Fourier transform with respect to the space 
variable and series with respect to the "time" variable 
gives the coefficients g(Q, WN) where the boundary con-
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ditions require that wN==i7T{3-1N where N is an even 
integer. For N> 0 these coefficients define by con
tinuation a function q (Q, ~) which is analytic in the upper 
half ~ plane. It has been shown that16 

SeQ, w) == - {7Tn)-l[l- exp{- (3w)]-1 Req{Q, w'). (C1) 

Thus, SeQ, w) can be obtained from the FO'.:_-ier co
efficients of a certain two-particle temperature Green 
function. 

An activity expansion of the coefficients can be car
ried out with the aid of operator relations (or diagram 
techniques), similar to those used in the body of the 
paper. However, it is customary to consider the equa
tions of motion for the Green's functions. Since these 
form an infinite hierarchy of equations they cannot be 
solved exactly and various methods of approximating 
the solutions have been proposed. Here, we use the 
conserving T matrix approximation8 which yields an 
approximate one-particle Green's function G and a par
ticular two-particle correlation function which obey all 
the conservation laws and which, as we show, yield 
results exact to second order in the activity. 

The conserving T approximation for G2 is defined by 
Eq. (60) of Ref. 8. There, an integral equation is 
formulated for the quantity L(12, 1'2') == G2(12, 1'2') 
- G(1l')G(22') in terms of G and a generalized T matrix 
for which the standard two-body T matrix is the z - 0 
limit. (In the present calculation the lowest order 
suffices; we have shown previously in a paper on the 
third virial coefficient how to use the next order of this 
T matrix. 9) The G to be used in this integral equation 
(and in the equation defining the generalized T matrix), 
is that associated with the self-energy given by the T 
approximation; compare Eqs. (C6) and (C7) for the 
Fourier coefficients. 

We follow the approach of Leribaux and Pope17 who 
showed how to obtain the terms of order z2 in q(Q, WN). 
[However, in their actual calculation certain approxi
mations were made which precluded attainment of the 
exact result for SI (Q, w). ] These authors showed that, 
to order Z2, the coefficients q(Q, WN) can be obtained 
from the first iteration solution of the integral equation 
for L(12, 1'2'). The corresponding G2 contains three 
terms which must be transformed to obtain the following 
first iteration contributions to q(Q, W N), 17 

q(HF)(Q, WN) ==± i{3-1 f (~;)S ~ G(p, YM)G(p +Q. YM + WN), 

(C2) 

q(T)(Q,WN)==-i{3-2n-l! d~~:'~2 IIFM2 G(Pt.YM1)G(p2,YII2) 

X (plP2 I T(YMI + YM2)lpl +Q,P2 - Q) 

XG(pI + Q, Ylll + WN)G(p2 - Q, Y M2 - WN), (C3) 

r.(TT)(Q W }==i{3-Sn-2!dPldP2dP3 ); G(p ) 
':1 ,N (27T}9 MI172 Ms t.Ylll 

XG(P1 + Q, Yll
l 

+ WN)G(P2, YM2) 

XG(P1 +P2 - Ps, YMI +YM2 - YIIS) 

x (ptP21 T(y 111 + Y M2) I PI + P2 - Ps, Ps) 

X (PI +P2- Ps,ps+QIT(Ylll+YII2 +WN)lp2,Pl +Q) 
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XG(PS,YMS)G(PS+Q,YMS+WN), (C4) 

where YII==i1T{3-1M + jJ., (M == 0, ± 2,' .. for bosons, 
± 1, ± 3" .. for fermions); then, 

q(Q, WN) ==q(HF)(Q, WN) +q(T)(Q, WN) +q(TT)(Q, WN). 

(C5) 

Note that the third term, corresponding to (C4), was 
introduced to guarantee conservation of particle num
ber, momentum, angular momentum, and energy. 

The one-particle Green's function coefficient here is 

G(p, YII) = (YII- p2/2m - L; (p, YII»-1 

where the self-energy is 

(C6) 

L; (p, YII) == 'f (3-1n-l lim ~ L;, exp(Tw lI,) 
T-O' (21T) II 

x (PP' I T{YII' + YII) I pp')s G(p', Y II')' (C7) 

The summations in (C2), (C3), (C4), and (C7) 
may be performed by a method of complex integra
tion if we assume that (P1P2 I T(~) I Pl'P2') is analytic 
for nonreal ~ and bounded as II: I - 00. In some cases 
this introduces certain integrals which involve T 
evaluated on the edges of the real-axis branch cut. In 
every case there emerges a power series in z ariSing 
from the jJ. which appears in y",. For example, (C7) to 
lowest order is 

- -lf~ ({3p,2) L; (p, YII) -zn (21T)S exp - 2m 

X(Pp'iT(YII+p,2/2m)ipp')s' (C8) 

In order to obtain the first two terms in an activity 
expansion of the first iteration result for the coeffi
cients, q(Q, WN), it is suffiCient to replace everywhere 
the generalized T matrix by its low activity limit (the 
ordinary T matrix), and to neglect completely the self
energy occurring in G or to replace it by its low activity 
limit which according to Eq. (C8) is of order z as 
z - O. On performing the summations in (C2), (C3), 
and (C4), the coefficients q (Q, W N) are given by the result
ing power series in z. Thus, the lowest order contribu
tion to each of (C2), (C3), and (C4) is obtained by re
placing G by C<O)(P, Ym) = (Ym - p2/2m)"l. There will be 
a contribution of order z to q (Q,WN) coming from (C2) 
only: This gives the ideal gas result. We seek the con
tribution of order z2 which comes from each term in 
(C5): In (C2) one must use (C6) for G; in (C3) and (C4) 
G must be replaced by C(O). 

The calculations for (C2), (C3), and (C4) require ex
treme care so that the correct terms of order Z2 are 
obtained. Then, reduced T matrices are introduced 
according to (A6) and the branch cut integrations are 
performed with the aid of (B1) and (A8). Finally, the 
center-of-mass momentum integration is performed 
using (B2) and (B3). 

The three results thus obtained are inserted into 
(C 1) to produce three contributions to S1 (Q, w): Call 
these SI (H F), SI < T), and SI (TT). Comparing these with 
the quantities derived in the main text we see that 

SI (HF) = (21T)"I AS[X(0) + cJ> (0) + xbT 1) + cJ> iT1 ) + x( T2)], 

(C9) 
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S1 (T) = (21T)"1 A3[ <t> 1Tt ) + x1Tt ) + <t> (Tt)], 

S1 (TT) = (21T)-1 A3[X (TT) + <t> (TT)]. 

(C10) 

(Cll) 

Thus, the conserving T approximation yields precisely 
the correct result for S1 (Q, w): Note that it was essen
tial to include the extra term (C4). 

*Research supported in part by the Defense Research Board 
of Canada, Grant No. 9510-30. 

lL. Van Hove, Phys. Rev. 95, 249 (1954). 
2D.E. Parks, M.S. Nelkin, J.R. Beyster, andN.F. Wikner, 
Slow Neutron Scattering and Thermalization (Benjamin, 
New York, 1970). 

3P. A. Egelstaff, An Introduction to the Liquid State 
(Academic, New York, 1967). 

4J. E. Enderby, in Physics of Simple Liquids, edited by 
H.N. V. Temperley, J.S. Rowlinson, and G.S. Rushbrooke 
(North-Holland, Amsterdam, 1968). 

5A. Sjolander, in Thermal Neutron Scattering, edited by 
P.A. Egelstaff (Academic, London, 1965). 

972 J. Math. Phys., Vol. 17, No.6, June 1976 

6W. Marshall and S. W. Lovesey, Theory of Thermal Neu
tron Scattering (Oxford, 1971). 
lA.S. Reiner, Phys. 26, 700 (1960). 
8G. Baym and L. P. Kadanoff, Phys. Rev. 124, 287 (1961). 
SR. E. Johnson, N. K. Pope, and A. J. Barrett, J. Math. 
Phys. 15, 458 (1974). 

l~ere we follow the approach of C. Bloch, in Studies in 
Statistical Mechanics (North-Holland, Amsterdam, 1965), 
Vol. m. 

l1K.M. Watson, Phys. Rev. 89, 577 (1953); 103,489 (1956). 
12R. Dashen and S. Ma, J. Math. Phys. 12, 1449 (1971). 
13B. J. Baumgartl, Z. Phys. 198, 148 (1967). 
14C. Lovelace, in Strong Interactions and High Energy Phy

sics, edited by R. G. Moorhouse (Oliver and Boyd, London, 
1964). 

15L. P. Kadanoff and G. Baym, Quantum Statistical Mechanics 
(Benjamin, New York, 1962). 

16A. A. Abrikosov, L. P. Gorkov, I. E. Dzyaloshinski, Methods 
of Quantum Field Theory in Statistical Physics, translated 
and edited by R. A. Silverman (Prentice-Hall, Englewood 
Cliffs, New Jersey, 1963), pp. 149,151. 

llH.R. Leribaux and N. K. Pope, Phys. Rev. A 3, 1752 
(1971). 

R.E. Johnson and N.K. Pope 972 



                                                                                                                                    

A class of conservative diffusion processes with delta 
function initial conditions 
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A class of conservative one-dimensional diffusion processes is discussed which satisfY a delta function initial 
condition. A similarity relationship exists between the space and time variables. This class contains as 
special cases three well-known diffusion processes and another one that very recently became of interest in 
the theory of superradiant emission. 

I. INTRODUCTION 

Recent studies by Narducci, Coulter, and Bowden, 1 

and by Narducci and Bluemel2 of super radiant emission 
processes have led to a very useful and elegant de
scription of such processes by means of the Single 
Fokker-Planck equation, 2 

[z(1+z)G]zz-[(1+Nz)G]z=G p z>O, t>O, 

N = 2(r + 1), r= Dicke cooperation number, for the 
density function G(z, t). The corresponding lowest order 
equation2 

zGzz +(1-Nz)Gz -NG=Gp z>O, t>O, (1.1) 

which is also of the Fokker-Planck type, 

[zG]zz-[(1+Nz)G]z=G p z>O, t>O, 

plays an essential role. 

As verified in Ref. 2, Eq. (1.1) has the particular 
positive solution 

Go(z, i) = b-1(t) exp( - ~), ~ = zb-1(t), 

in the domain z> 0, t> 0, with 

b(t) = JlV1(exp(Nt) -1), Nt- 0. 

This function Go(z, t) has two important properties, 
namely, 

J~ Go(z,t)dz=1, 
o 

and 

Go(z, t) +0 as t + ° for fixed z E: (0,00). 

(1. 2) 

It represents an example of a conservative solution of 
a special parabolic equation corresponding to a com
pletely concentrated initial state or, loosely speaking, 
under a delta function initial condition. In the work of 
Refs. 1 and 2, this solution describes the lowest order 
approximation of the process of spontaneous emission 
from the state of complete inversion. 

In general, a solution u(z, t) of the one-dimensional 
autonomous parabolic equation 

in the domain z> 0, t> 0, is called conservative (or 
norm preserving) if u(z, t) E: L1[0, 00) for every t> ° 
{Riemann integrable on [O,oo)} and if in particular, 

0,,; J'" u(z,t)dz=const< 00. 

o 

(1.3) 
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The function Go(z, t) given in (1. 2) has another re
markable property. It can be written in the form 

i. e. , there exists a similarity relationship between the 
original independent variables z and t, and 

r Go(z,t)dz= r j(~)d~. 
o 0 

Conservative solutions involving a more general 
similarity relationship between z and t exist for other 
parabolic equations. For example, the Fokker-Planck 
equation 

[O'uexp(-/3z)J.u-[-tO'/3uexp(-/3z)]z.=u t , 0'>0, {3>0 

(which reduces to the heat equation as (3+ 0), has in z 
> 0, t> 0, the particular positive conservative {j func
tion initial condition solution 

with 

In this note we are not going to discuss the general 
situation. Rather we are going to concentrate our atten
tion on a particular class of equations (1. 3) which con
tains three well-known diffusion equations as special 
cases, one of which in turn contains Eq. (1.1) for a 
special choice of parameter values. For this class we 
shall establish the conservative {j function initial condi
tion solution which is of the form 

u(z, t) = j(~)b-l(t), ~ = zb-1(t) > ° in z> 0, t> 0. 

This particular class of parabolic equations plays an 
important role in physical as well as biological diffusion 
processes. 

II. GENERAL CONDITIONS 

Although the objective of this paper is the discussion 
of a special class of parabolic equations (1. 3), it is 
nevertheless useful to present briefly conditions on the 
coefficient functions A(z), B(z), and C(z) of the 
parabolic equation 

A(z)uzz + B(z)uz + C(z)u=u p u=u(z, i), 

A(z) > 0, z> 0, t> 0, 

Copyright © 1976 American Institute of Physics 
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under which solutions of the form 

with 

~=Zb-l(t»O in z>O, t>O 

exist. Ifj(~)ELl[O,oo), then 

r u(z,t)dz= rj(~)d~. 
a a 

(2.2) 

(2.3) 

We assume that A(z), B(z), and C(z) are continuous in 
(0,00), and that b(t) is a positive once continuously dif
ferentiable function in (0,00). Equation (2.1) is a 
Fokker-Planck equation, i. e. , transformable into 

[A(z)u ]zz - [B(z)u]z = ut 

if and only if 

C(z) = B'(z) - A"(z). 

(2.4) 

If this is the case, then B=2A' -B. With Eq. (2.4) one 
associates the function h(z) =A-l(z) W-l(z) (which is due 
to Hille3

) with 

W(z)=exp[ - r B(s)A-l(S)ds]. (2.5) 
1 

It satisfies the ordinary first-order equation 

A(z)h' + [B(z) - A'(z)]h = 0, (2.6) 

and plays a fundamental role in the semigroup theoreti
cal approach to the parabolic equation problem (Feller4 ). 

Substituting (2.2) into (2.1), we obtain the differential 
identity 

Rf" + Sf + Tf= 0, (2.7) 

with R=A, S= Bb + zb', T= Cb2 + bb'. A prime signifies 
differentiation with respect to t and ~ for the functions 
b(t) andfW, respectively. For the identity (2.7) to 
specify f as a function of ~ only, it is necessary and 
sufficient that the ratios SWI and TWI be functions of ~ 

only, i. e. , that 

(Bb + zb')A-l = a l W, 

b(Cb + b')A-l = aaW. 

(2.8) 

(2.9) 

Then (2.7) changes into a differential equation for j(~), 

f" + alWf + aa(Of= O. (2.10) 

From (2.8) and (2.9), we obtain the identity 

~ aaW - a l W = ~-l z(zC - B)A -1. 

Since its left-hand side is a function of ~ only, its right
hand side must also be explicitly independent of z, i. e., 
the factor of ~-l must be a constant k E (- 00,00) and, 
hence, 

(2.11) 

This leads to the condition 

kA(z) = z2C(z) - zB(z) (2.12) 

on the coefficients A, B, and C of Eq. (2.1) for solu
tions to be of the form (2.2) in which ~ is given by (2.3). 
Furthermore, the relation (2.12) makes one of the con
ditions (2. 8) and (2. 9) superfluous. Using (2. 8) and 
setting there z = b, we obtain the first-order equation 
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for the function b(t), 

bb' + bB(b) - a l (l)A(b)= O. (2.13) 

III. A SPECIAL CLASS OF PARABOLIC EQUATIONS 

We consider now Eq. (2.1) with the coefficient 
functions 

A(z)=azA+l , a>O, AE(_oo,oo), 

B(Z)=(31ZA+(32Z, (3l,2 E (_00,00), (3.1) 

C(z) = (ak + (3l)ZA-l + (32' k E (- 00,00), 

which satisfy the condition (2.12). The corresponding 
equation is of Fokker-Planck type if and only if the 
parameter k in the coefficient C(z) satisfies the equation 

ak + (31 = A[(3l - a(l + A)], (3.2) 

which is independent of the parameter (32 occurring in 
B(z) and C(z). We restrict our attention to this Fokker
Planck case. 

Using the Hille function h(z)=A-l(z) W-l(z), with W(z) 
given by (2.5), which takes here the special form 

h(z)=zl+A-a-\ exp (- ~-~~ Zl-A) , A*l, (3.3) 

and 
-1 

h(z)=z2-a (B1+B:!) , A=l, 

we can characterize the properties of the z boundaries 
r l = 0 and r2 = + 00 (Feller, 4 p. 516): 

(1) A < 1, r l is regular if 1 + 2A < a-l~l < 2 + A for 
every (32 

r l is exit if 2 + A"'" a-I (31 for every (32' 

r l is entrance if a-l [3l < 2 + A for every [32' 

r2 is natural; 

(2) A> 1, r l is natural, 

r2 is regular if 2 + A < a-l (3l < 1 + 2A for 
every [32' 

r 2 is exit if a-I (31 "'" 2 + A for every [32' 

r2 is entrance if 2 + A < a-l [3l for every [32; 

(3) A= 1, r l and r2 are natural. 

Since we are interested in conservative solutions that 
satisfy a 0 function initial condition, we may im
mediately disregard the case A= 1. For, if A= 1, i. e. , 
if both boundaries are natural, the pure initial value 
problem for the Eq. (2.4) is unique (Feller, 4 p. 517). 
This means that there exists no solution u(z, t) with 
u(z, t) - 0 as t + 0 for z E (0,00) except the trivial identi
cally vanishing one. Therefore, we consider now the 
case A * 1. We differentiate Eq. (2.6) once to obtain 

h"+A-lBh'+A-lCh=O, C=B'-A". (3.4) 

Furthermore, we look at Eq. (2.10) with coefficients 
given in (2.8) and (2.9). We see that it becomes formal
ly identical with Eq. (3.4) if 

alW = [B(z)b(t) + zb'(t)]A-l(Z) =A-lWBW 

= a-l [!3l ~-l + i32~-A], 
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aoW= b(t)[C(z)b(t) + b'(t)]A-l(Z) =A-l(~)CW 

= a-1[(ak + f31)~-2 + f32~-~-1]. 

These two functions satisfy the relation (2.11). 

Let us observe at this point that the character of the 
boundaries r 1 = ° and r 2 = + 00 is completely independent 
of the parameter {32' L e. , that the nature of the cor
responding solutions is independent of {32' Therefore, 
instead of (32 in the expressions for a1(~) and ao(~), we 
use a new parameter K which will be disposed of later. 
Then 

a 1 W = a-1[{31 ~-1 + K~-~] 

and, in particular , 

a 1(1) = a-1({31 + K). (3.5) 

The solution J(~) of (2.10) is now identical with the func
tion h of (3.3) if (32 is replaced there by K, L e. , 

J(O= ~l+~_",-lBl exp(- ~-~\ e-~), A*1. 

(This solution can also be found in Kamke, 5 C. 2~215.) 

Furthermore, observing (3.5), we obtain from (2.13) 
the equation 

b' = Kb~ - {32b, 

which has the solution 

b(t} = ) [K(l - .\)tJ<l-~)-\ {32 = 0, 

~ {K13;;1 - Ki321 exp[ - (1- .\)i32t]}I1_~)-1, 132*°. 
To have now b(t) positive for t> ° as required earlier, 
we set 

K=a(l-.\), a>O. 

This then gives us the positive solution 
_1 

u(z,t)=b-1(t)~l+~-a Blexp(_~1-~), A*l, z>O, t>O, 

(3.6) 

of Eq. (2.1) with coefficients (3.1) for the Fokker
Planck case with 

b(t) = ' 2 , 

1 
[a(l - .\}2t](l_~)-1 (3 = ° 
{a(l - .\}13;;1 - a(l - .\)13;;1 exp[ - (1 - .\){32t]}(l_~)-1, 

{32 * 0. 

The solution (3.6) is of the form (2.2) with ~ = zb-1(t). 
The function 

j( 0 = ~1+~-a-1B1 exp( - e-~), .\ * 1, 

appearing in (3.6) will be in L 1(0,00), Le., the solution 
(3.6) will be conservative, if and only if (2 +.\ - a-1(31) 
x(1 - A)-1 > 0. This is easily verified. It is only necessary 
to introduce the new variable x = e-x and to observe that 
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if the argument of the gamma function is positive. In 
other words, (3. 6) is conservative if either A < 1 and 
a-1{31 < 2 +.\ or if .\> 1 and a-1{31> 2 + A. Comparing this 
result with the properties of the boundaries r1 = ° and 
r2 = + 00, we see that in both cases the conservativeness 
interval coincides with the entrance interval of r 1 and r 2 

respectively, independent of the parameter {32' 

In diffusion theory the function A(z) in (2.4) is called 
the diffusion coefficient and the function B(z) is called 
the drift coefficient. In the special case we are con
sidering here, A(z)= az).+l, li(z) = a[2(1 +.\) - a-1{31]zX 
-(32Z. We see, therefore, that, for given .\*1, the con
servativeness property of the solution (3.6) is exclusive
ly determined by the ratio of the diffusion parameter a 
and the drift parameter {31' 

Furthermore, the solution (3.6) has always the 
property that 

u(z,t)+o as t+OforzE(O,OO). (3.7) 

This can be seen immediately by noting that e->. t 00 as 
t+O (A*l,z>O). 

The solution (3.6) corresponds to a 0 function initial 
condition applied at x = 0 if A. < 1 and at x = 00 if .\ > 1. 

We finally see that the solution (3.6) is even singular 
if either .\ > 1 or if A < 1 and a-1{31 < 1 +.\. This terminol
ogy is due to Doetsch6 and means that u(z, t) does not 
only have the property (3.7), but that also 

u(z,t)-O as z+Ofor tE(O,oo). 

If A. > 1, the solution (3. 6) is always singular, in de pen -
dent of the diffusion and drift parameters. However, if 
A. < 1, (3. 6) will be Singular only if the ratio of the drift 
and diffusion parameters is sufficiently small. This re
quires a negative drift parameter if A ~ - 1. For A < 1, 
the Singularity interval of (3.6) never coincides with the 
entrance interval of the boundary r 1 = 0 whose right-hand 
end point is 2 +.\. It mayor may not, however, cover 
part of the regularity interval of r 1 , according as A. < 0 
or 0 ~ A< 1. 

Singular solutions are of interest in the general 
initial-boundary value problem7 with perpendicular ap
proach to the boundaries of the domain z> 0, t> 0, 
which excludes the approach to (0,0). The existence of 
such singular solutions is rather disturbing within the 
framework of diffusion theory and its applications. 
Whereas the existence of 0 function initial condition 
solutions renders the pure initial-value problem non
unique, the existence of singular solutions makes the 
general initial-boundary value problem nonunique. 

IV. SPECIAL CASES 

The results of Sec. III for the Eq. (2. 1) with co
efficients (3.1) and k satisfying the Fokker-Planck 
condition (3.2) cover the following well-known equations. 
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(1) Fellerequation8
: A=O, k=-a-1 f3v K=a<O, 

Its solution (4.1) is conservative if a-1 f31 < 2 and singu
lar if a-I f31 < 1. 

Equation (1. 1) of Ref. 2 is clearly a special Feller 
equation: a=f31=1, f32 =-N, k=-l, K=1. Its solution 
is conservative but not singular. 

(2) Heat equation: A=-l, f31 = {32= 0, k=O, K=2a>0; 

u(z, t) = b-1(t) exp( - ~2), ~ == zb-1 (t), (4.2) 

b(t)= (4at)1/2. 

Its solution (4.2) is conservative but not singular. 

(3) Kepinski equation9
: A= 0, a= n-1, f31 = n-1(m + 1), 

f32 =0, k= - (m+ 1), K=n-1 > 0, 

n-1zuzz + n-1(1 + m)uz=u p 
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or, in Fokker-Planck form, 

[n-1zu ]zz - [n-1 (1 - m)u]z = up 

u(z, t) = b-l(t)~-m exp(- ~), ~ = zb-1 (t), 

b(t)=n-1t. (4.3) 

This equation is another special case of the general 
Feller equation. Its solution (4.3) is conservative for 
m < 1 and singular for m < 0. 

lL. M. Narducci, C. A. Coulter, and C. M. Bowden, Phys. 
Rev. A 9, 829 (1974). 
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Losungen (Chelsea, New York, 1959), 3rd ed., Vol. 1. 
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7G. Doetsch, Handbuch der Laplace-Trans/ormation 
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Subgroups of the Poincare group and their invariants * 
J. Patera, R. T. Sharp,t P. Winternitz, and H. Zassenhausl 

Centre de Recherches Mathematiques, Unil'ersite de Montreal. Montreal. Quebec. Canada 
(Received 1 December 1975) 

The continuous subgroups of the Poincare group, classified into conjugacy classes in a previous article, are 
here classified into isomorphism classes. For each isomorphism class of Lie subalgebras all invariants are 
found, with a distinction made between Casimir operators (polynomials in the generators), rational 
invariants (rational functions of the generators), and general invariants (irrational and transcendental 
functions of the generators). All results are summarized in tables. The meaning of nonpolynomial invariants 
is briefly discussed and illustrated in examples. 

1. INTRODUCTION 

In a previous paper 1 (further to be referred to as I) 
a classification was given of all continuous subgroups of 
the Poincar~ group (the inhomogeneous Lorentz group). 
Representatives were given for each conjugacy class of 
subgroups, where conjugacy was considered under the 
group of inner automorphisms, more specifically under 
the connected component of the Poincar~ group (proper 
orthochronous Poincart! transformation). 

In the present article we continue the investigation 
of the properties of the subgroups of the Poincar~ 
group. First of all we present all isomorphisms between 
different subgroups, i. e., modify the tables of conjuga
cy classes, found in I, into a table of isomorphism 
classes. Secondly, for each subgroup we find all of its 
invariants, or to be more precise, find a basis for the 
algebra of invariants, such that all invariants can be 
written as functions of those found in this article. The 
term "invariant" in this article is to be understood as 
a generalization of the concept of a Casimir operator 
which is a polynomial in the generators and thus an 
element of the enveloping algebra of the corresponding 
Lie algebra, commuting with all the generators of the 
group. 

We distinguish between three types of invariants. The 
first are Casimir operators, as defined above. The 
second can be called harmonics or rational invariants; 
they are also left invariant by transformations of the 
group; however, they do not lie in the enveloping 
algebra, but rather in the quotient field of the envelop
ing algebra (i. e., they are rational functions of the 
generators). Finally, general invariants will be more 
general functions of the generators. The significance of 
Casimir operators is clear-in group representation 
theory they can be used to label irreducible representa
tions and to split reducible representations into ir
reducible ones. In physical applications the Casimir 
operators are usually associated with quantities char
acterizing a certain physical system, rather than a 
specific state of this system. It is our opinion that the 
more general invariants can be used and interpreted in 
a similar manner. 

The present article is part of a series in which we 
study the subgroup structure of groups of importance in 
physics, analyze their properties, and consider 
applications of such a subgroup classification. 2-6 Much 
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of the motivation for this study was presented 
earlier. 1_6 

Fields associated with enveloping algebras of Lie 
algebras, relevant to the discussion of harmonics that 
are not Casimir operators, were discussed e. g. , by 
Gel 'fand and Kirillov7 and Chow. 8 A relevant discussion 
of an operator calculus involving nonpolynomial func
tions of operators is given, e. g. , by Maslov. 9 

In Sec. 2 we discuss the general methods which we 
use to classify subalgebras of the Poincar~ Lie algebra 
into isomorphism classes and also to calculate invari
ants of these algebras. Section 3 contains the main 
result, namely a list of all sub algebras of the Poincar~ 
algebra with their invariants. The algebras are 
organized first by dimension and then for each given 
dimension they are divided into isomorphism classes 
characterized in each case by a certain standard 
algebra. Physical comments on the subgroups and their 
invariants are concentrated in Sec. 4. 

2. GENERAL METHODS AND COMMENTS 

Our starting point is Tables III and IV of I in which 
we list representatives for all conjugacy classes of 
continuous subgroups of the Poincart! group. Conjugacy 
was considered under the proper orthochronous 
Poincar~ group. In this article we shall allow for a 
larger group of automorphisms, in that we also include 
parity and time reversal in the group. 

We wish to organize all the subalgebras into iso
morphism classes and also to find all invariants of the 
subalgebras. The invariants themselves provide a 
useful tool for identifying isomorphisms. 

The method to be used for calculating invariants of 
Lie algebras consists of reducing the problem to that 
of solving a set of linear first order partial differential 
equations. The method goes back to the original work 
of Lie, has been discussed in detail and applied to all 
real Lie algebras of dimension d,,; 5 in a previous 
paper,lO and has recently received considerable atten
tion in the physical literature. 11_15 We shall just sum
marize a few points. 

Consider a real Lie algebra L with a basis {Xl' . .. , 
Xn} satisfying the commutation relations 

(1) 
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Consider functions j(xll •••• ,xn) of n real variables 
and construct the differential operators 

(2) 

acting on the considered space of functions. Obviously 
the operators XI satisfy relations (1) and thus provide 
a representation of the Lie algebra. We must now find 
all independent functions F(x l , ••• ,x") satisfying 

XIF(x ll ..• ,xn)= 0, i= 1, ... ,no (3) 

If a solution is a polynomial in XI' then we obtain a 
Casimir operator by first symmetrizing the polynomial 
with respect to all XI involved and then replacing xI by 
the generator Xi {it is easy to check after symmetriza
tion the requirement Xi F(x 1> ••• ,x n) = 0 is isomorphic 
to the requirement [Xi' F(Xu ..• ,Xn)] = O}. If a solu
tion is the ratio of two polynomials, then we sym
metrize the denominator and numerator separately (the 
denominator must commute with the numerator) and 
then again replace all Xi by XI and obtain rational 
invariants. General invariants are obtained from gen
eral (not necessarily polynomial or rational) solutions of 
of Eqs. (3) in an analogous manner. 

Let us note that each of Eqs. (3) can be solved in a 
simple manner. Indeed, the partial differential equation 

~ C' a LI ikX,-F=O 
k,,=l aXk 

(4) 

leads to the subsidiary equations 

~ _~_ ••• _ dXn =ds 
L,Cl 1x, - L,Q2X r - - L rqnX, - s . 

(5) 

Clearly Eqs. (5) can be replaced by a set of equivalent 
equations, putting 

ds _ d(O'lXl + .•. + O'n xn) 

S - Lr,bO'bClbXr 
(6) 

where Ill' ... , O'n are arbitrary constants. This allows 
us to choose n linearly independent combinations of Xl' 

... ,xn in a convenient manner, so as to reduce the 
matrix of coefficients Cla = (Ci)~ to a standard form, in 
particular to the Jordan canonical form. This reduces 
Eqs. (5) to a manageable form and thus provides a 
general solution of Eq. (4). 

It is well known that the space of all invariants of a 
semisimple Lie algebra is spanned by a set of indepen
dent polynomials (the Casimir operators). The same 
can be shown to be true for nilpotent algebras. An even 
(odd) dimensional Lie algebra must have an even (odd) 
number of functionally independent invariants. 

As an example of the method consider a three-dimen
sional Lie algebra with the basis {Yu Y 2, Y 3 } satisfying 

[YU Y2]=0, [Y2,YJ=Yl +PY2, [Y3 ,Yl]=-PYl +Y2, 

P>O (7) 

(this algebra is isomorphic to PS,4 of I). Following (2), 
we have 

978 J. Math. Phys., Vol. 17, No.6, June 1976 

TABLE I. One-dimensional subalgebras. 

Notation Generator 
Range of parameters 

under p~ under P 
eoscL3 +sincK3 
L3 
K3 
~+Kl 
P O-P3 
P3 

Po 
L 3 +E(PO+P3) 
L3 +aPo 
L3 +aP3 
K3 +aP1 
L2 +Kl +PO+P3 
L2 +Kl + EP2 

0< c< rr, c"" rr/2 

E =± 1 
a>O 

a"" 0 
a>O 

E =± 1 

a a 
Y 3 = - (PYI - Y2)-a - - (Yl + PY2) -a-' 

Yl Y2 

0< c < rr/2 

E=l 

a> 0 
a>O 

E =1 

(8) 

Clearly Y I F(ylY~Y3) = 0 (i = 1,2) implies that F does not 
depend on Y3' The equation Y 3 F= 0 provides us with the 
subsidiary equations 

PYI - Y2 

We follow the procedure (6) and put 

ds d(O'lYl + 0'~2) 
S - 0'1 (PY 1 - Y2) + 0'2(Y1 + PY2) 

To simplify (10), we request that 

ds _ d(alYl + a~2) 
s - A(alYl + a~2) . 

(9) 

(10) 

(11) 

This leads to an eigenvalue problem for A and two solu
tions for ai' namely, 

(12a) 

and 

(12b) 

Equation (9) is thus replaced by the equivalent equation 

d(Yl - iY2) d(Yl + iY2) 
(p - i)(Y1 - iY2) = (p + i)(Yl + iY2) . 

(13) 

The obvious solution can be transformed into the form 

(Yi + y~) (Yl + ~Y2) ip = C 
Yl - ZY2 

(14) 

so that the general invariant can be written as 

(y2 ,,2) (Yj + iY2 ) IP . 
j + I 2 Y j _ i Y

2 
= mv. (15) 

Notice that Y j and Y 2 commute and that in any repre
sentation we can choose a basis where Y j and Y 2 are 
diagonal. The operator (15) can thus be given a perfectly 
legitimate meaning and can be used to characterize 
irreducible representations of the considered Lie al
gebra and the corresponding group. 

In order to find all isomorphisms between subal
gebras of the Poincarl! algebra, we proceed as follows. 
We first consider the algebras of dimension 1!S d!S 5. 
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TABLE II. Two-dimensional subalgebras. 

Type 

Abelian 2Al 
" 

Notation 

P, 6 

Pl~ S 
P 12 '7 

P 12 ' 8 

P12>~ 
P 138 
P 14'7 

P 14'8 

P 1S'5 

PIS'S 

flS:7 

fl0,1S ~ 
P 12 19 and P 12 20 
e12:21 ' 

f12,22 

f13,14 

f14,20 ~ 
P 14•21 and P 14 •22 

P14:23 

Generators 

L 3.K3 ; 

L2 +Klo L l -K2; 
L 3.PO-P3; 

L 3.P3; 

L 3.PO; 

K3.P1; 
L2 +K1.PO -P3; 

L2 +K1.P2; 
P O-P3.P1; 
P O.P3 ; 

P 1,P2; 
L2+KloLl-K2+P2; 
L3 + dPo +P3) .po -P3; 

L3 +aPO'P3; 
L3 +aP3.PO; 

K 3 +aP2.P1; 
L2 +Kl +PO+P3.PO-P3; 
L2 +Kl + EP2.~ -P3; 

L2 +Kl +PO+P3.P2; 

K3;L2 +Kl 
coscL3 + sincK3 ;Po - P 3 

K 3;PO-P3 
K3 +aP2;Lz +Kl 
K 3+aP2;PO-P3 

All one-dimensional algebras are isomorphic and we 
denote them by Al (we leave aside the question of the 
different groups corresponding to the algebras). Only 
two different two-dimensional real Lie algebras exist: 
A decomposable one A 1::9 Al =0 2A1 and an indecomposable 
one A2 (with basis elements satisfying [au a2] = all. Each 
of the two-dimensional subalgebras of the Poincar~ 
algebra can at a glance be identified as 2A1 or A 2 • All 
three-, four -, and five-dimensional real Lie algebras 
have been classified by Mubarakzyanov16 and we make 
use of his classification, which we have slightly modi
fied for our purposes. Thus, decomposable three dimen
sional algebras will be denoted 3A1 and Al +A2 , inde
composable ones A3 1, •.. , A3 9' Among these A3 1, ••• , 

A3 4 and A3 6, A3 8 a~d A3 9 ar~ individual algebra~, and 
A~:5 and A~:7 are'actually\nfinite classes of noniso
morphic algebras, depending on a real parameter 
indicated by a superscript. Similarly four - and five
dimensional algebras can decompose into sums of lower
dimensional algebras. The indecomposable ones will be 
denoted A 4,1,'" ,A4,12 and A 5,1'" 0 ,A5,1,'" ,A5,40 re
spectively. Dependence of a class of algebras on certain 
real parameters will be indicated by superscripts. For 
further details and standard forms of the commutation 
relations we refer to a previous paper. 10 

Thus, to classify subalgebras of the Poincar~ algebra 
with 1,,; d,,; 5, all we have to do is to find a basis which 
reduces each one to one of the known standard forms 
and this turns out to be a simple task. 

To our knowledge, no complete Classification of real 
algebras with d? 6 exists. However, only one eight-
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Ran~ of parameters 
under F~ under P 

Invariants 

both generators 

E =± 1 E=l 
a>O a>O 

a'" 0 a>O 
a>O a>O 

E=± 1 E=l 

none 
0< c< 11" 0< C < 11"/2 
c'" 11"/2 

a>O a> 0 " 
a>O a>O 

dimensional algebra occurs in our list. We have six 
seven-dimensional subalgebras, all of them mutually 
nonisomorphic. This can be seen immediately by com
paring their largest Abelian ideals and the correspond
ing factor algebras. To find possible isomorphisms 
among the 11 different types of six-dimensional 
algebras, we consider the derived algebras. Three of 
the algebras are perfect, namely SL(2,C), E(3), and 
E(2,1) (these are qlearly all nonisomorphicl. The other 
subalgebras have lower -dimensional derived algebras. 
If any among these derived subalgebras are isomorphic, 
then the corresponding algebras are candidates for 
being isomorphic. If they are indeed isomorphic, then 
they must have the same number of invariants and these 
must be of the same type. Such cases are then checked 
individually, and in all cases occurring it is easy to 
prove that the corresponding algebras are isomorphic 
or. non isomorphic, as the case may be. 

3. ISOMORPHISM CLASSES AND INVARIANTS 

We use the usual physical basis for the algebra of the 
Poincar€l group, i. e. , the rotation generators L I' the 
boosts K I , and the translations PI'- (i=I,2,3, 11=0,1,2, 
3). We write the commutation relations in the form 

[LI,Lk]=ElkILI' 

[KI ,Kk] = - EjklL I , 

[KI,Pk]= °jkPa, 

[p,",pJ=O, 

[Lj ,Kk] = ElklKI , 

[L I , P k] = ElklPI , 

[Kj,Po]=Pj , 

[LpPo]=O. 
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TABLE III. Three-dimensional subalgebras. 

Type 

Abelian 3Al 

AS,j 
(Weyl algebra) 

A 3,4 
(E(J,J» 

(E (2» 

(8(3» 
p~tane>O 

A 3,s 
SU(l,l) 

A3 ,s 
SU(2) 

Notation 

P 8,8 

P!l)~ 
P j3 ,5 

Pj3 ,jl 

PjO ,14 and PjO,I5 

-E14,j4 ~ 
-E14,15 and P I4 ,IG 

P I4 ,17 

PI4 18 and PI4 I~ 

P O,7 

P ll ,4 

P I3 ,4 

PI3 ,j2 

P ll ,3 

P12,1l 

P;;,~ and P6,lO 

Generators 

L2+KloLj-K2,PO-P3; 
L 3 ,PO,P3 ; 

K3,Pj ,P2; 
L2+Kj,PO-P3,P2; 
P O-P3,P j ,P2; 
P j ,P2,P3; 
P O,Plo P 2 ; 

L2 + K j , L j - K2 +P2 ,Po -P3; 

L2 +Kj - ~(Po +P3),PO -P3,P2; 

(K3;L2 +Kj)EI:i (P2) 
(K3 ;PO-P3)',lJ (L3) 

(K3;PO-P3)'J) (P2) 

(K3 +aP2;PO-P3)ttJ (PI) 

L2 +Kj ,PI;PO-P3 
L2 +KI,P2 +bPI;Po -P3 
L2 + KI - "P2 , LI - K2 + bP2 - (P j ; 

P O-P3 

L2 +Kl - ,P2,LI -K2 - 'Pj; 
PO-P:l 

L2 +KI - }(Po+P3),Pj ;PO-P3 
~ +KI - EP2,PI;PO-P3 
L2 +KI -~(PO+P3),P2 - bPI; 
P O-P3 

~ +Kj - "PZ,P2 -bPj ;PO-P3 

eoseL3 +sineK3 ;PO'P, 

K3 ;PO,P3 

K3 +aP2;PO,P3 

L3;L2+Kj,Lj-KZ 

eoseL3 +sineK3;PI ,P2 

L 3 ;P j ,P2 

1:3 + «(Po -P,);L2 +Kj , L j -K2 

P12 ,I5 and P12 ,16 L3 - E(PO+P3);P j ,P2 

P 12 ,17 L, +aPO;PI ,Pz 

eoseL3 + sincK3;L2 +Kj , 

P 4,4 

P:i ,4 

The basis used in I was: 
Bl = 2L 3 , 

B4=Ll -K2' 

B 2 =-2K" 

B5=L2 -KI' 

B3= -L2 -KI' 

B6=LI +K2, 

X3= - PI' X 4 = i(po + P 3). 

Range of parameters 
under P ~ under Po 

a>O 

b>'O 
b>O,E~±l 

E ~ ± 1 

( ~± 1 

b>'O 

b7'O,E~±l 

a>O 

a>O,b7'O 

a>O 

b>O 
b>O, E~l 

E~l 

b>J 

b> 0, E ~ 1 

a>O 

a>O, b>O 

0>0 0>0 

0< e < ", e 7' rr/2 0 < e < rr/2 

0>0 a>O 

0< e< ", e7' rr/2 0< e< ,,/2 

E~+l E~l 

, ~T 1 E ~ 1 

0>0 0>0 

a7'O a>O 

O<C<7I~ 0< e < rr/2 

C 7' ,,/2 

Invariants 

all generators 

P O-P3 
P O-P3 

Po-P, 

P O-P3 
P O-P3 
P O-P3 

Lj-Kz 
~+Kj 

P O-P3 
~+Kj 
PO-p) 

~+Kj 

P6 -P3
2 

pJ -P£ 
P6 -pi 
{Lz + K j )2 + (Ll - KZ)2 

pl +P22 

pl +pl 
{Lz +Kj)2 + (Lj - K2)2 

p? +pl 
pl +P2

Z 

p? +pl 

L~ -KI-K~ 

Under parity II and time reversal T we have 

(18) 

(19) 

We shall also have the opportunity to use a dilatation 
(17) operator D, satisfying 
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TABLE IV. Four-dimensional subalgebras. 

Type Generators Rang,e of parameters 
under F~ under P 

Notation Invariants 

A~:~, 
a- b-) 

A~:~, 
a ~ b ~ tanc 

a ~ - tanc, 
b=O 

Ats, h= 0 

P Io 3 

~14:2 ~ 
P IO•9 and P IO•IO 

P14 •IO 

P 8• 4 

P 9• 4 

P 13 •3 

PO •IO 

P 6•3 

P 9•3 

P 12 •2 

P 12 •3 

P 12 • 4 

pt2 •1l and Pt2 •t2 

PI2 ,I3 

PI2 ,I4 

1'14,11 and PI4,I2 

P 8• 5 

~8,6 
~8,t2 
P 8,13 

~'~'P;5P~ 
(il -K2 'P2 ;Po - P 3)EB (L2 +KI) 
(L2 +Klo P I;PO-P3)EB (P2) 
(LI-K2-EPI,P2;PO-P3) E~±l 

ill (L2 + KI + EP2) 

(£2 +KI - ~(P0+P3),PI;PO-P3) 
EB (P2) 

(K3;PO,P3)EB (L3) 

(K3;PO,1!J)EB (PI) 

(K3 +aP2;PO,P3)EB (PI) a> 0 

(L3;LI - K2 ,L2 +Kt)EB (Po - P3) 

(L3;PjoP2)EB (K3) 

(L3;PjoP2)EEI (Po-P3) 

(L3;PI, P2)Ef\{P3) 

(L3;PI ,P2)EB {PO> 

(L3 + I' (P0+P3) ;PI ,P2) 
EEl (Po - P 3) 

(L3 +aPO;PjoP2)EB (P3) 

(L3 +aP3;Pt ,P2) EEl (PO> 

~ +KI,PO+P3;PO-P3,PI) 

I' ~± 1 

a>O 

a'" 0 

~ + Kl - ~ (Po + P3) • LI - K2 + aPI; a '" 0 

P O-P3,P2 

L2 +KI - !(P0+P3),LI -K2; 

P O-P3,P2 

L3 - tancK3;LI -K20~ +Kjo 
P O-P3 

0< c< 7T 
c ... 7T/2 

L3-tancK3;PO-P3,Pt,P2 O<C<7T 
C'" 7T/2 

K3,PI;PO-P3'~ +KI 
K3,PI +bP2 ;Po -P3,L2 +Kl b ... 0 
K3 +aP2'PI ;Po -P3,L2 +KI a> 0 
K~+aP2'P1-+bPz;Pn-P~,L2+K, a>O, b",O 

L3;~ +KI - EP2,LI -K2 -EPI • E ~± 1 

P O-P3 
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E~l 

a>O 

a> 0 

E~l 

a>O 

a>O 

a>O 

E~l 

a>O 

0< c < 7T/2 

P"Pz 
~ +Klo P O-P3 
P2,PO-P3 
L2 +KI +EP2 ,PO-P3 

L3,P~-pl 

PI ,P5 -pl 

P I ,P6 -P3
2 

Po -P3 , (Lt - K2)2 + ~ +KI)2 

K3,P? +pl 

P O-P3,p? +pl 

P 3 ,p? +pl 

po,p? +pl 

P O-P3 ,p? +P2
2 

P 3,p? +pl 

Po,p? +pl 

P O-P3,PC -pl-pl 

Po -P3 ,p? +pl-p~ +2{Po-P3) 

x ~ +KI -aP2) 

P o-P3,pl +pl-p~ 

+ 2 (Po - P 3) (L2 + KI) 

LI -K2 (P _p)a 
po-p/ 0 3 

X exp [-~ +KI J 
_ P O-P3_ 

LI -K2 L2 +KI 
P O-p3 ' P O-P3 

none 

b> 0 none 
a> 0 none 
a> 0, b> 0 none 

1'=1 P O-P3.4EL3(PO-P3" 

+ ~ +Kt - EP2)2 

+ (L 1-K2 - EP/ 
none 
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(20) 

The invariants of the POincart! group are, of course, 
well known. Within the enveloping algebras there are 
just two, determining the particle's mass and spin: 

m2==~ _P~ -p; _P~, 
W2==W .. W", 

(21) 

(22) 

TABLE V. Five-dimensional subalgebras. 

Type 

A •. 4 

p=O 

q- cotc 

A~~t9 
a=b=l 

A~,30 
h=O 

A~~35 
a O. b-1 

Notation Generators 

La +KI - ~(PO+P3) .LI -K2,PI ; 
P O-Pa'P2 

Ka +aPt.P2;~ +KI .LI -K2• 
P O-P3 

TABLE VI. Six-dimensional subalgebras. 

dimL' Notation Generators 

6 P I2 ;L\,~,L:,K:,K2,K: 
6 Pa:2 ;L1I £2,L ,p .A,P 
6 P 4,2 ;KI , K2, L3 ,PI ,P2 .po 

5 P5,2 coscL3 +slncK3;Li +KI ,LI K2• 
Po P a.Plo P2 

5 PS,2 L3;~+KjoLI K2.PO-P3,PI,P2 

5 ])6,5 and ])6,6 4La +E:(po +P3);~ +KI,LI -K2• 

P o-Pa,PjoP2 

4 P S•I (Ka;~ +KI .PO.PjoP3)Ef) (P2) 

4 P s I (["a;p, .pz)Ef) (K3'P9,P,) 
3 P 7•2 K3.PI,P2;~ +K~LI K2,PO P a 
3 PIO,I L2 +KI,LI -K2>o+Pa;P1.P2> 

Po-Pa 
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operator and Mo1=Kj> M1k=€lkZLZ' 

Let us now proceed to describe the results summar
ized in Tables I-VII. In all tables the notation P',k re
refers to one of the splitting subalgebras of Table III of I 
I and PJ ,k refers to one of the non-splitting subalgebras 
of Table N of I. When listing generators of a sub
algebra, we use a semicolon to indicate that all opera
tors to the right of the semicolon belong to the derived 
algebra. All parameters denoted by a can be collapsed 
by dilatations into a == 1 (a == - 1) if they are positive 

Range of parameters 
under p~ under P 

O<C<7r 
C'" 7r/2 

a>O 

a>O 

O<c<7r/2 

a>O 

a>O 

Range of parameters 
under p~ under F 0 

0< c< 7r/2 

E =± 1 E=l 

Invariants 

Po-Pa 

P6 -pt
2 - P 3

2 

P5 -pl-pl 
(p P3)Z 

(L.z + K I )% + (LI - K2)2 

Invariants 

L 3P 0 + K2P 1 KIP2 • 

P5- p l- p l 
none 

Po P 3;(Po Pa)La 
-P2 ([.,2 +KI) -PI ([.,\ -K2) 

P O-P3 ,m2+4E (-P·L 

+PoLa -P2K j +P1K2) 

none 
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TABLE VII. Subalgebras of the Poincare algebra of dimension d with 7:S d :s 1 O. 

dimL dimL' Notation Generators Invariants 

7 6 P g t (LhLz,La,P"P2,Pg)EB (Pol p2,LP,Pp 

6 P 4,t (Kt,K2,La,Pt ,P2,Pol\fJ (Pa) P6 -PP -pl,LaPo+K2Pt-KtP2,Pa 

6 PS,t coseLa +sineK3 ;Lz +KjoLI - K2, m2 

P O,Pt ,P2,Pa • 
O<e<rr, e>'rr/2 in Po, 0<e<rr/2 inP 

6 Pr,l Ka;Lz +KI,LI-K2,PO,PI,P2,Pa m2 

5 P2,2 La,Ka;Lz +KI,LI - K2 ,Po - Pa,PI ,P2 La - P Pzp <Lz +KI) - P PIp (LI -K2) 
0- a 0- a 

5 PS,I La,Po+Pa;Lz +KloLI-K2,Po-Pa,PI,P2 m2,Po-Pa, 

-P·L-KtP2 +K2P I +LaPo 

8 6 P2,I La. Ka;Lz +KI ,LI - K2,PO.PI ,P2 ,Pa m2,La- p P2p <Lz+KI)-p PIp (LI-K2) 
0- a 0- a 

9 none 
10 10 Pt,t Ljo Lz, La, K I ,K2 ,Ka,Po,PI ,P2 ,Pa m2,W'l 

(negative), without changing the ranges of the other 
parameters (in all tables). 

All one-dimensional subalgebras of the Poincar~ al
gebras are summarized in Table I. The connected part 
of the Poincar~ group is denoted by P~ (the proper 
orthochronous Poincar~ group); the extended group, in
c luding II, T, and II T is denoted by P. Some of the al
gebras in Table I will be mutually conjugated under the 
conformal group (e. g. , L2 + Kl and PJ); however, we 
shall not go into this here. 

All two-dimensional subalgebras are summarized in 
Table II. The generators of A2 are written as X; Y with 
[X, Y]= - Y. 

All three-dimensional subalgebras are summarized 
in Table III. The symbols AJ,~ (k = 1, ... , 9) of column 
1 correspond to the classificaHon of algebras referred 
to earlier. 10,16 Thus, A J 1 is the Weyl algebra (iso
morphic to the algebra generated by a linear momentum 
Px' a coordinate x and a constant), A3 J is the semi
direct sum of a dilatation and two tr~slations, As 4 is 
the algebra of the pseudo-Euclidean group E(l, 1), 'AJ 6 

the algebra of the Euclidean group E(2). Further, A~:7 
generates the "screw group" S(3) (see I) and A

J 
8 and 

A J ,9 are the simple algebras of SU(l, 1) and SUd!). 

The four-dimensional subalgebras are summarized in 
Table N. According to the classification we uselO twelve 
type of indecomposable four-dimensional real Lie al
gebras A 4 ,u ... ,A4 ,12 exist, some of them depending on 
one or two parameters. We shall not give their com
mutation relations here, since they can be read off from 
column 3 and the relations (16). 

The five dimensional Lie subalgebras are summarized 
in Table V. We again make use of an existing classifi
cation, originally due to Mukarakzyanov, 16 discussed in 
our earlier article. 10 
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Table VI presents all six-dimensional subalgebras. 
To our knowledge, no complete classification of real 
six-dimensional Lie algebras exists. All such nilpotent 
algebras were classified by Morozov17 and some of the 
solvable ones have been listed. IS We do not, however, 
make use of this partial classification. In the first 
column of the table we give the dimension of the derived 
algebra. Algebras PI 2' P a 2, and P4 2 are all perfect. 
They are respectively the ~lgebras o'f the Lorentz group 
0(3,1), the Euclidean group E(3), and the pseudo
Euclidean group E(2, 1). Clearly none of these are 
mutually isomorphic. The algebras P 5 2 for 0 < c < rr/2 
are all different, since the three-dime'nsional factor 
algebras {coseL J + sincK3 , L2 + Ku Ll - K 2} for different 
values of c are never mutually isomorphic. Algebras 
P6 5 and P6 6 are isomorphic and conjugate to each other 
under IT T ;eflection. It is easy to verify that Ps 5 (or 
P6 6) and P s 2 are not isomorphic. The two sub;lgebras 
with dimL I:=: 4, P 8 1 and P 9 1 are both separable and are 
clearly not isomo;phic. F~r dimL' = 3 we have P 7 2 and 
PlO l' These are not isomorphic, since PlO 1 has t~o 
inv~riants while P 7 ,2 has none. ' 

All subalgebras of dimension 7, ... ,10 are sum
marized in Table VII. Notice that P a 1 is the direct sum 
of the algebra of E(3) with time tr~~lations and that 
P4 1 is the direct sum of the algebra of E (2,1) with the 
co~plementary space translations. 

4. CONCLUSIONS 

Many of the subgroups and their invariants discussed 
above already have most interesting applications in 
physics. Thus the eight-dimensional algebra P 2 1 figures 
prominently in calculations performed in the "i~finite 
momentum frame, ,,18,19 in Dirac's "front form" of 
dynamics20 and in research on "Galileian subdynam-
ics. ,,21,22 Notice that the invariants of this group are the 
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mass squared m 2 and a generalization of the helicity 
operator 

WQ-WS _ ~( ) P1 
P _p -Ls-p _p L2+K1 -p _p (L 1-K2) (23) 

Q 3 0 S 0 s 

that has been called "lightlike helicity" (or "light plane 
helicity"). 23,24 For mass zero particles with discrete 
spin (photons, neutrinos, etc.) the operators L2 + Kl 
and L1 - K2 are represented by zero; hence (23) reduces 
to L 3 • 

The seven-dimensional Lie algebra P2 2 plays an 
important role in studies of the dynamic~l properties 
of currents on lightlike (rather than spacelike) planes 
and of the relation between current and constituent 
quarks. 23_28 

The six-dimensional subgroups P9 1 and PlO 1 have 
been used in a study of charged syst~ms in a ~onstant 
and uniform electromagnetic field. 29 It should be 
mentioned here that independent classifications of the 
subgroups of the Poincare group have been provided by 
other authors. 30,31 

We would like to stress that the invariants of the Lie 
algebras found in this article should play an important 
role in any application of the corresponding algebras. 
In all cases where nonpolynomial invariants arise, 
these involve mutually commuting operators (e. g. , the 
ratio of two mutually commuting polynomials). Thus, 
we can c()llsider bases for irreducible representations, 
in which the corresponding operators are all simul
taneously diagonal. In particular, representations can 
be so realized that the linear operators (polynomials 
in the generators) figuring in the general invariants are 
represented by operators of multiplication by a function, 
rather than by differential operators. Essentially 
arbitrary functions of these generators, occurring as 
invariants, can thus be given a mathematical and physi
cal meaning. 

To illustrate this point, let us consider as an 
examples2 the algebras P 5 4' P 6 4, and P l 5 which can all 
be written as " , 

{coseLs + sineK3:L2 + Kl> L1 - K2} (24) 

with 0 < e < IT/2, e = 0 or e = IT/2, respectively. Fol
lowing the method of induced representations, 33 for the 
group G generated by (24) we start out with the group H 
of translations of a plane (a horosphere) generated by 
L

2
+K

1 
and L1 -K2 • Next we look for orbits of the group 

G in H, where H is the dual of H, i. e. , the space of 
characters of H. In the case e = 0 [the Euclidean group 
E(2)l these orbits are circles, characterized by a radius 
6 where 62 is the eigenvalue of the Casimir operator 
(L 2 + K1)2 + (L 1 - K2)2. For e = IT/2 (the group DO T2 of 
dilatations and translations of a Euc Udean plane) these 
orbits are straight lines intersecting at the origin, 
characterized by an angle ¢, where arctan¢ is the 
eigenvalue of the rational invariant (L 1 - K 2 )/ (L 2 + K l ). 

Finally, for 0 < e < IT/2 [the group 8(3)] the orbits are 
spirals, characterized say, by the distance d between 
the point x = 1, Y = 0 and the closest to the right inter
section (of each spiral with the x axis). This distance 
can be directly related to the eigenvalue of the invariant 
operator 

984 J. Math. Phys., Vol. 17, No.6, June 1976 

( L _ K )2 + (L + K )21 j(L 1 - K2) + i(L2 + K 1 ) }ltaDC 

1 2 2 1 t(L 1 -K2 )-i(L
2
+K

1
) 

The applications of general invariants of Lie algebras 
in representation theory and in physics will be further 
pursued elsewhere. In particular, we are interested in 
the representation theory of all subgroups of the 
Poincare group, in harmonic analysis on these groups, 
on the special function aspects of these groups and in 
applications to the theory of invariant equations. 
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All invariant functions of the group generators (generalized Casimir operators) are found for all real 
algebras of dimension up to five and for all real nilpotent algebras of dimension six. 

I. INTRODUCTION 

An important problem arising in the representation 
theory of a Lie group or Lie algebra, and especially in 
physical applications, is the determination of the invari
ant functions of its generators, i. e., of functions of the 
generators, commuting with all generators. 

From the mathematical point of view their importance 
is due to the following circumstances. They can be used 
to label irreducible representations of a given Lie group 
or Lie algebra and to split reducible representations 
into irreducible ones. Further, basis functions for ir
reducible representations of a Lie group can be con
structed so as to correspond to the reduction of the group 
to a given chain of subgroups. The basis functions in 
such a case will be the common eigenfunctions of the in
variant operators of all the groups in the chain. Invari
ant operators also playa crucial role in special function 
theory. Indeed the entire theory of special functions can 
be based on group representation theoryl-3 and different 
special functions occur as the eigenfunctions of different 
sets of invariant operators. 

In physics, invariant operators of the symmetry group 
of a physical system and of its subgroups provide quan
tum numbers. Indeed, the eigenvalues of the invariant 
operators of the entire symmetry group will be the 
quantum numbers, characterizing the system as such 
(e. g., the particle mass and spin in the case of the 
Poincare group). The invariant operators of subgroups 
will then characterize states of the system (its energy, 
linear or angular momentum, etc.). 4 

In other applications, invariant operators of dynamical 
groups provide mass formulas, 5,6 energy spectra, 7,8 
and in general characterize specific properties of phy
sical systems. 

Another application is related to possible symmetry 
breakings in nature. Thus, in an idealized situation a 
physical quantity may be characterized by the invariants 
of some group. When further interactions, breaking the 
idealized symmetry are considered, the same quantity 
may also depend on the invariants of a subgroup or 
subgroups. 

For further discussion of the applications of invariant 
operators we refer to recent literature on the subject.9- 14 

Let us stress here that in this context the concept of an 
invariant need not mean a Casimir operator. Indeed, 
the problem of finding invariants will be reduced to that 
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of solving a certain set of linear first order partial dif
ferential equations. These may have polynomial solu
tions, giving rise to Casimir operators (lying in the 
enveloping algebra of the corresponding Lie algebra). 
They may also have rational solutions, giving rise to 
rational invariants (ratios of two polynomials, both con
tained in the enveloping algebra), lying in the quotient 
field of the enveloping algebra. Finally, the equations 
may have more general solutions, including transcen
dental functions of various types, leading to general in
variants. Moreover, for some Lie algebras the equa
tions have no solution and the corresponding group has 
no invariant. 

The invariants of semisimple groups were determined 
long ago15; their number is I, the rank of the group, and 
they may be chosen to be homogeneous symmetric poly
nomials in the generators. 

Invariants have been determined only for a small num
ber of nonsemisimple groups. For such groups as the 
Poincare group,16 the Euclidean group E(3), or the 
Galilei group, 17 they are well known. Roman, Aghassi, 
and HUddleston12 have given the invariants for a number 
of groups containing the Poincare group; Abellanas and 
Alonso13 have corrected some of their results and have 
determined the invariants for similar groups related to 
the Galilei group. Recently, all subgroups of the 
Poincare and similitude groups of four-dimensional18 ,19 
and three-dimensiona120 Minkowski space have been 
found (the similitude group is the Poincare group ex
tended by dilations) and also all the subgroups of the 
0{4, 1) de Sitter group. 21 Their invariants have been de
termined and the phYSical meaning of these invariants 
has been discussed. 14,2(),21 

In this paper we give the invariants of all real Lie 
algebras of dimension less than or equal to five, and of 
all real nilpotent algebras of dimension six. A complete 
list of algebras of dimension up to five is given by 
Mubarakzyanov22; nilpotent algebras of dimension six 
are listed by Morozov. 23 

Section II describes the method used to find the in
variants; although well known, it has never been applied 
systematically to low-dimension Lie algebras. In Sec. III 
we give the invariants of all algebras of dimension up to 
four; in Sec. IV algebras of dimension five are treated; 
Sec. VI gives invariants of all nilpotent algebras of di
mension six. Section VII contains a discussion of the 
results and the future outlook. 
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II. METHOD FOR CALCULATING INVARIANTS 

From now on we speak of real algebras rather than 
groups; the elements of the algebra are just the group 
generators Xi and the invariants we seek are those func
tions F(X) which commute with all X's: 

[XhF(X)J= 0, i=l, ..• ,r. (1) 

The commutation rules of the X's are known: 

(2) 

Many authors9- 11 •13 •14 have discussed the device, which 
we adopt, of replacing the X's by c-number differential 
operators 

XI-XI =LXkC~jaXi'. (3) 
jk 

which have the same commutation rules and act on a 
space of continuously differentiable functions of r real 
variables. The commutation relations (1) are replaced 
by the set of partial differential equations 

)qF(x) = 0 (4) 

which, one hopes, can be solved by standard methods. 
Then the solutions of (1) are obtained from those of (4) 
by the replacements Xi -XI provided that the factors XI 
in F(X) can be ordered so that (4) implies (1). 

The solutions of (4) encountered in this paper are all 
of the form 

F(x) = exp (Un+1\ n U~I, 
un i i=1 

(5) 

where the u/ are homogeneous polynomials, relatively 
prime except possibly for U n.1 which may however be 
considered relatively prime to un; the a f are (possibly 
complex) constants. Then (4) implies that 

X/ U n+1 _ Un+1~/Un + t ajx/uj = O. 
un un j=1 Uj 

(6) 

Now XIU j , for 1.; j.; n is a polynomial of the same de
gree as u j , which according to (6), contains uJ as a fac
tor. Hence it is a constant multiple of uJ : 

(7) 

It then follows from (6) that un> u n+1 have the same de
gree and that 

(8) 

Now we assert that to get an F(X) which satisfies (1), 
it is only necessary to replace each polynomial ul(x) in 
F(x) , Eq. (5), by the corresponding polynomial UI(X), 
where each term in UI(X) is completely symmetrized as 
to order: 

(9) 

The sum is over all permutations i 1i 2 • •• im of the inte
gers 1, 2, ... ,m; the Xl need not be distinct. 

Because commutation with Xj does not spoil the sym
metrization, it follows that 

(10) 

where the arrow means that the equation on the left im-

987 J. Math. Phys., Vol. 17, No.6, June 1976 

plies the one on the right. Here u, v are polynomials in 
the x's and U, V the corresponding symmetrized poly
nomials in the X's. 

We make the reasonable Ansatz that if [Xh W] com
mutes with W, then for any complex number a, 

(XI> WaJ = aW"-l[X" WJ (11 a) 

and 

(lIb) 

In (lla), W will be UJ> 1.; j.; v; and in (l1b), W will be 
Un+1 /Un• 

Taking the commutator [Xi> F(X)] and making use of 
(7), (8), (10), and (11), we see that F(X) satisfies (1) and 
hence is an invariant. Our proof is a generalization of 
that given for rational functions by Abellanos and 
Alonso. 13 

We do not have an algorithm for the complete solution 
of the Simultaneous partial differential equations (4). 
However a single equation of the form (4) with Xi given 
by (3) may always be solved. We are led to consider the 
total differential equations 

dx/fiXkC~j = independent of j. (12) 

Ince24 suggests replacing the left-hand side of (12) by 
new ratios whose numerators and denominators are 
appropriate linear combinations of the old ones 

'LdxJ Iljll'LXk~Jlljl = independent of I, 
i '/ ~k 

(13) 

with the Iljl chosen so that 

(14) 

i. e., Jikl is an eigenvector of the matrix C~j belonging 
to the eigenvalue A/ (we suppress the dependence of IlJI 
and A/ on i). Then we have 

dx' 
~ = independent of l, 
AIXI 

(15) 

where x; =L j X j J.1.JI. Provided the eigenvectors are com
plete we get the complete solution of the single equation 
(4): 

(

X'A1 X 1).1 x'A1 ) 

F(x)=cj> ?xz'7xa'?x4"" . 
1 1 1 

(16) 

We note that Ince's solution (16) may be generalized 
to inclUde the case where the eigenvectors of ~J are 
not complete. We augment them by the generalized ei
genvectors IlJZ) which satisfy 

'\' Ck /I (h) - A Ji (h) + Ji (h-1 ) 
L.I /jl""j1 - I kl kl' (17) 

j 

Here Ji~2) =0 and Ji~}) is an ordinary eigenvector. Choos
ing xlh

) = Z; jXJIl/t) as independent variables (i. e., casting 
the matrix ~j in the Jordan normal form), we get (12) 
in the form 

dx(h) 
A x (h t + lh-l) = independent of l, h, 

I I XI 
(18) 

which may be integrated straightforwardly. An example 
is worked out in Sec. V. 
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We conclude this section by referring to some simple 
properties of the invariants, pointed out by Abellanos 
and Alonso. 13 The invariants found in the subsequent 
sections of this paper, of course, have these properties: 
(a) The number of independent invariants is r-R, where 
r is the dimension of the algebra (order of the group) 
and R is the rank of the commutator table, considered 
as a matrix; for the purpose of computing this rank, 
the generators Xj are regarded as independent c-number 
variables. (b) Since an antisymmetric matrix has even 
rank the number of independent invariants is equal to 
the dimension of the algebra, modulo 2. (c) The invari
ants of semisimple and nilpotent algebras may be chosen 
as homogeneous polynomials, 1. e., Casimir operators. 

Note that a direct integration of equations of the type 
(15) or (18) will always lead to a set of independent in
variants that is complete in the sense that all invari
ants can be expressed as functions of these. However, 
we have often found it convenient to replace these (r-R) 
invariants by a different set of (r-R) invariants. Indeed, 
taking appropriate functions of the obtained invariants, 

TABLE 1. Real Lie algebras of dimensions three and four. 

Name 

A S,2 

A S,3 

A 3,4 

A'3,5 

As,s 

A'3,7 

A 3,8 

A 3,9 

A 4,j 

At2 

A~,11 

988 

Nonzero commutation relations 

[e je3] ~ ej, [e2e3] = ej + e2 

[e1e3] = el, [e2e3] = e2 

[ele3] = el, [e2e3] ~ - e2 

[ele3]~el' [e2e3]~ae2 (O<lal<l) 

[ejes] ~ - e2' [e2eS] = e1 

[ele3]=ael-e2, [e#S]=el +ae2 (a >0) 

[eleS]=- 2e2, [eje2]~el' [e2eS]~eS 

[ele2]=eS, [e2e3]=ej, [e3el]~e2 

[e2e4] = el, [eSe4] = e2 

[ele4]~ael' [e2e4]=e2, [e3e4]~e2+eS (a>' 0) 

[ele4]~el' [e2e4]=ae2, [e3e4]= be S 

(ab >' 0, - 1 :5 a :5 b :5 1) 

(ele4]~ael' (e2e4]=be2-e3, (e3e4]=e2+be3 
(a>' 0, b? 0) 

[e2e3]~el' [ele4]=2el, [e2e4]=e2, [e3e4]~e2+eS 

[e2e3] = el' [ele4] = (1 + b)el' [e#4] = e2, [e3e4] = be3 
(-1 <b.:51) 

[e2eS]=el, [e2e4]=-e3, [e3e4]=e2 

[e2eS]=el, [ele4]=2aej, [e2e4]=ae2-e3. [e.e4] 
= e2 +ae3 (a> 0)' 

[eleS]=el, [e2e3]=e2, [ele4]=-e2, [e2e4]=el 
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we can often obtain simpler invariant operators and can. 
in particular, require that these be hermitian (or at 
least symmetric) operators. 

III. REAL LIE ALGEBRAS OF DIMENSION UP TO 
FOUR 

In this and Secs. IV and V we ignore algebras which 
are the algebraic sums of algebras of lower dimenSion; 
their invariants are just those of the subalgebras of 
which they are the algebraic sum. 

The algebra A~,j means simply the jth algebra of di
mension r. The superscript(s), if any, give the value(s) 
of the continuous parameter(s) on which the algebra de
pends. Restrictions on the range of the parameters are 
to avoid double counting and algebraic sums of lower 
algebras and in a few cases, to single out special well
known algebras. Our list is based on that of 
Mubarakzyanov. 22 

There is just one real algebra A1 ,l of dimension one; 
it has one invariant, a Casimir operator, which is its 

Invariants 

el exp[- e2/ el] 

e2/ el 

eje2 

e2 ei Q 

er+e~ 

(et+e~)[(el +ie~/(ej-ie2)]IQ 

2e~ + ele3 + e3el 

et+e~+e§ 

el, e~- 2ele3 

e2 exp( - e3! e2). eli! el 

el exp (- ~J. 2e 1:r e~ 
e~/e2' e~/e3 

none 

none 

none 

none 

Comments 

nilpotent (Algebra 
of Weyl group) 

solvable 

solvable, D):( T2 

solvable, E(1, 1) 

solvable 

solvable, E(2) 

solvable 

semisimple, SU(l, 1) 

semisimple, SU(2) 

nilpotent 

SOlvable, derived 
algebra ~ 3A j 

solvable, derived 
algebra ~ 3A1 

solvable, derived 
algebra ~ 3A1 

solvable, derived 
algebra ~ 3A1 

solvable, der ived 
algebra ~ 3A1 

solvable, derived 
algebra ~A3,j 

solvable, derived 
algebra ~A3,j 
solvable, derived 
algebra ~A3,1 or 2Al 
(for b = 0) 

solvable, derived 
algebra ~A3,j 

solvable, derived 
algebra ~A3,l 

solvable, derived 
algebra ~ 2Al 
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single elemenL There is one real algebra A 2•1 of di
mension two. The commutation rule is [e1 ea] == ea; it is 
solvable. It has no invariant. 

There are nine real algebras of dimension three, two 
of which depend on parameters and hence constitute 

TABLE II. Real Lie algebras of dimension five. 

Name 

A 5• j 

A 5•2 

A 5,s 

A 5,4 

A 5,5 

A 5,s 
A 4 bc 5,7 

A~.8 

Abc 5,9 

A 5,tO 

Ag,l1 

A 5• j2 

A~.j5 

Atj8 

A~,20 

989 

Nonzero commutation relations 

[e3e5] = ej. [e4e5] = e2 

[e2e5] =elo [e Se5] = e2• [e4e5] = es 

[eSe4] =e2. [e Se5]=ej. [e4e5] = es 

[e2e4] = elo [e3e5] =ej 

[e Se4] =elo [e2e5] =ej. [ese 5] = e2 

[eSe4] = ej. [e 2e5] = et. [eSe5] = e2. [e4e5] = es 

[e te5] =ej. [e2e5] = ae2. [e3e5] = be3. 

[e4e5] = ce4 (ab c '" 0, - 1 :s c :s b :s a :s 1) 

[e2e5] = ej. [eSe5] = es. [e4e5] = ce4 (O<lcl:5l) 

[e4e5] = ce4 (O",c:5b) 

[eje5] = elo [e2e5] =ej +e2. lese 5] = be3. 

[e 4e5] = ce4 (O",c:Sb) 

le2e5] = ej. [eSe5] = e2. [e4e5] =e4 

[eje5] =ej. [e2e5] = ej + e2. [eSe5] = e2 + es. 

[e4e5] = ce4 (C'" 0) 

[eje5] = ej. [e 2e5] = ej + e2. [eSe5] = e2 + es. 

[e4e5] = e3 + e4 

[ete5] = ej. [e 2e5] = ae2. [ese5] =pe3 - qe4. 

[e4e5] =qeS+pe4 (aq '" O. la 1:5 1) 

[eje 5] =ej. [e2e5] =ej +e2. [eSe5]=ae3• 

[e4e5]=e3+ae4 (laISI) 

[ete5]=ej. [e 2e5]=ej+e2. [e3e5]=pe3-qe4. 

[e4e5] = qe3 + Pe4 (q"' 0) 

[ejeJ =pej-e2• [e2e5]=e j +Pe2. [e3e5]=qe3-se4. 

[e4e5] = se3 + qe4 (s"' 0) 

[ejeJ =pej - e2. [eze5] = ej + Pe2' 

le3e5] = ej + pes - e4. [e4e5] = e2 + e3 + Pe4 (p?:: 0) 

[e2e3]=ej. [eje 5]= aet. [e 2e5]=e2. 

[e3e5] = (a -l)es. [e4e5] = be4 (b '" 0) 

[e2e3]=ej. [eje5]=aej. [e2e5]=e2. 

[e3e5] = (a -l)es • [e4e5] = ej +ae4 

[e2eS] = ej. [eje5] = 2ej. [e2e5] = e2 + es 

[e3e5] = e3 + e4• [e4e5] = e4 
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continua of algebras and there are 12 real algebras of 
dimension four, five of which depend on parameters. 
In Table I are given the invariants of all three and four 
dimensional real algebras, and since Mubarakzyanov's 
work is relatively inaccessible, we also give in Table 
I the nonzero commutators of the elements. 

Invariants 

ej. e2. e2e3-ete4 

elo e~ - 2eje3. e~+ 3ere4 - 3eje2e3 

el. e2. e~+2e2e5- 2eje4 

ej 

ej 

ej 

ell e2. e~1 e3. efl e4 

ej exp (- ~). 

Comments 

nilpotent 

nilpotent 

nilpotent 

nilpotent 

nilpotent 

nilpotent 

solvable 

solvable 

solvable 

solvable 

solvable 

solvable 

solvable 

solvable 

solvable 

solvable 

solvable 

solvable 

solvable 

solvable 

solvable 
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TABLE IT (Continued) 

A 5,22 [e2e3] = e t , [e2e5] = eS, [e4e5] = e4 

At2S (e2eS] =e1> (ete5] = 2e1> [e2e5] =e2+eS. 

[e3e5] = eS. [e4e5] = be4 (b", 0) 

A~.24 [e2eS] =et, [ete5] = 2et. [e2e5] =e2+ e3. 

[e Se5]=eS, [e4e5]=e:et+2e4 (e:=±l) 

Ar,'2S [e2e3]=et, [ete5]=2pet, [e~5]=pe2+eS' 

[e3e5]=peS-e2. [e4e5]=be4 (b '" 0) 

A~~26 [e2e S]=et , [ete5]=2pe t> le2e5]=pe2+e3, 

[e3e5]=pe3-e2, [e4e5]=e:et+2pe4 (e: =±l) 

A 5,27 [e2eS] =et, [ele S] = el. [e3e 5] =eS + e4' 

[e4e5] = et +e4 

At2B [e2e3]=et, [ete5)= aet, [e2e5]=(a-l)e2, 

[eSe5] = eS + e4, [e4eS] =e4 

A 5,29 [e2e 4)=et, [ele5]=el, [e2e5]=e2, [e4e5]=e3 

A5,30 [e2e4]=el, [e3e4)=e2. [ete5)=(a+l)et, 

[e2e5]= ae2, [e3eS)=(a-l)eS, [e4eS]=e4 

A 5,31 [e2e4] = et, [eSe4] = e2, [ele5] = 3el. 

[e2e,1= 2e 2. [eSe5J=e3' [e4e5]=e3+ e4 

A~,32 [e2e4]=e1> [eSe4]=e2, [ete5]=et, 

[e2e S] =e2, [e3eS] =aet +e3 

A~~3S [ele41 = el, [e 3e4] = be3, [e2e51 = e2' 

[eSe5] =aeS (a2 + b2 '" 0) 

A~.S4 [ete41 =ae1> [e2e4] =e2, [e3e4] =eS' 

[ele5] = el' [e3eS] = e2 

A~~S5 [ele4] = bet. [e2e4] =e2, [e3e4] =e3, 

[eteJ=aet, [e2e5]=-eS. [e3e5]=e2 (a 2+b2 ",0) 

A S,36 {e2e3]= et, [ele4]=et, [e2e4]=e2. 

(e2e S] = - ez. le3e5] = es 

AS,37 le2e31 = et. lete4] = 2et, le2e4] = e2. 

le3e4]=e3, [e2e5]=-e3. [ese51=e2 

A 5,38 [ele4]=el, [eZe5]=eZ' [e4eS]=eS 

A 5,S9 [ete41 = et, [e2e4] = e2. [ete5] = - ez. 

[e2e 5] = et. [e4eS] = es 

A S,40 [ete2]= 2e t. [ete3]=-e2. [eZe3]= 2e 3, 

[ete4]=e5, [e2e41=e4, [e2eS]=-es, [eSe5]=e4 

IV. REAL ALGEBRAS OF DIMENSION FIVE 

There are 40 algebras of dimension five 22
; 18 of them 

depend on one or more continuous parameters. Their 
commutation rules and invariants are presented in Table 
II. 

We give here the solution of Eqo (4) for the algebra 
A~.18' which illustrates some of the points discussed in 
Sec. II. The condition xjF(e) = 0 for i = 1,2,3,4 merely 
states that F is independent of es. The equation XsF(e) 
= 0 reads 

((pel - e2) a'
l 
+ (e1 + pe2) a.z + (el + pe3 - e4)a'3 

+ (e2 + es + pe4)a.4]F(el , e2• es• e4) = O. 

The subsidiary equations for (19) [see Eqo (12) 1 are 
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(19) 

et solvable 

eVei solvable 

e t exp[- 2e:(e4! el)] solvable 

e~!ef solvable 

et exp[- 2e:p(eJ el)] solvable 

el exp(- e4!et) solvable 

eVet solvable 

es solvable 

(e~ - 2ete3)G+l! era solvable 

(e~ - 2ete;Js! e1 solvable 

ei" exp[(e~ - 2e tes)! eIJ solvable 

e~eVe3 solvable 

(eVet) exp(es!ez} solvable 

solvable 

e} (e 2+ie3 ) ta 
(e~+e~" e2-ie3 

solvable 

(e2eS + e3e2 + 2e Ie ~ let solvable 

(e~+e~+2ete~!et solvable 

e3 solvable 

es solvable 

{e t ~ - e2 e4eS - eseUsYIIlmetrlZed solvable 

del de2 
pel -e2 el +pe2 

(20) 

The matrix 

c:J! ~ ~ 
\ 0 0-1 

(21) 

has two eigenvalues p ± i. The new independent variables 
which correspond to its two eigenvectors are 

e~l) = el ± iez, (22) 

while those which correspond to the two generalized 
eigenvectors are 

Patera et al. 
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Now Eqs. (20) are replaced by 

(p + i)ep> (p - i)e~) 

de(2) 

(p _ i)e~ii) + e~l) . 

From the equality of the first two ratios we get the 
invariant 

(er + e~)[(el + ie2)/(e1 - ie2) JiP = C1 0 

The equality of the first and third ratios, and of the 
second and fourth give two more invariants 

C. = e!1) exp{ - (p ± i)[e!2) /ep )J}. 

Instead of C. we use 

1 C:'iPC:-iP 

2(1 + p2) In C
1 

e1 e4 - e2e3 
ei + e~ 

and 

C = C C exp2C = (e2 + e2) exp _ 2p 1 3 2 4 
{ 

ee +ee} 
3 ,- 2 1 2 er + e~ . 

TABLE III. Nilpotent algebras of dimension six. 

Name Nonzero commutation relations 

[eje2) =e3• [eje3) =e4. [ejes) = e6 

(24) 

(25) 

(26) 

(27) 

(28) 

[eje2) =e 3• [eje3) =e4. [eje4) = es• [eje s) = es 

A 6• 3 

A 6,4 

[eje2) =e6' 

[eje2)=e S• 

[eje3) =e4. 

[eje3) =es. 

[e2e3) = e s 

[e2e4) = e6 

V. REAL NILPOTENT ALGEBRAS OF DIMENSION SIX 

Morozov23 has listed all real nilpotent algebras of 
dimension six. Their commutation rules and invariants 
are given in Table III. The invariants, of course, are 
all polynomials. 

It is interesting that, contrary to the semisimple case, 
one cannot always find a functionally independent set of 
invariants for a nilpotent algebra which is also an inte
grity basis in the sense that any polynomial invariant 
can be expressed as a polynomial in them. For example 
As.1 has an invariant 

(29) 

which, in terms of the polynomial invariants given in 
Table II, must be written 

Similarly As.2 has an invariant 

C = ge~e~ - 3eie~ - 18e3e4eSeS + 6e3e~ + 8e~es, 

Invariants 

e4. e6. e3e6-e4eS. 2e2e4-e~ 

e6. 2e4e6 - eg, 2e2ee - 2e3eS + e8. 

3e3e~ - 3e4eSe6 + e~ 

(30) 

(31) 

Ats [eje3) =e s' [ej e4) = e6. [e2e3) = ae6. [e2e4) =es (a,r 0) 

A 6,6 

A 6,7 

As,B 

A 6,9 

AtjO 

A 6,a 

A 6,l2 

A S,j3 

A~,j4 

A 6,lS 

A 6,j6 

A e,j7 

A~,jB 

AIl,j9 

All, 20 
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[eje 2) =e6• [eje3) =e4. [eje4) =e s• [e2e3) =es 

[eje3)=e4. [eje4) =es. [e2e3) = e6 

[eje2)=e 3+es. [eje3)=e4. [e2eS)=e6 

[eje2)=e3. [eje3)=e4. [eje S)=e6. [e2e3)=e6 

[eje2) =e3' [eje3) =es, [eje4) =ee. 

[e2e3) =aee. [e2e4) = es (a,r 0) 

[eje2) =e3. [eje3) =e4. [eje4) =es. [e2e3) = e6 

[eje 3) =e4 • [eje4) =e6. [e2eS) =e6 

[eje2)=e S• [eje3)=e4. [eje4)=e6, [e2eS)=e6 

[eje3) =e4• [eje4) =e6. [e2e3] =es• [e2eS) =ae6 (a,r 0) 

[eje2) = e3 + es. [e je3)=e4. [eje4] =e6. [e2eS] =e6 

[ejes) =e 4 • [eje4) = es. [ejes) = e6. 

[e2e3) = e s• [e2e4) =e6 

[eje2]=e 3• [eje3) =e4. [e je4) =e •• [e 2es) = e6 

[eje2) =e 3• [ejes) =e4. [eje4) =ee, 

[e2e3) = es• [e2eS) =aee (a,r 0) 

[eje2) =es, [ejes) =e4, [eje4] =e s• 

[eje s) = eG, [e2eS) = ee 

[eje2) =es. [ejeS)=e4, [eje4) = e s, 

[ejes] =e6' [e2e3) =es, [e2e4] =e6 

[eje2]=e 3• [ejes) =e6, [e2e3) = e4. 

[e2e4) =e s• [e3e4) =e6 

[ele2] =e3• [ele3] =es, [eleS) = e6• 

[e2e3) = e4. [e2e4] = es. [e3e4] = eG 
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es. eG 

eG, 2e3eG-eJ 

e6, 2e3ee - eJ 

e6, eg +ae~ - 2ae3eG 

ee, e~ - 2e3e;; 

eG, 3e3ei +e~- 3e4eSe6 

ee, e8 - 2e3e e 

eG, eg +ae~ - 2ae3e 6 

ee, eg - 2e4e6 

e6, eg + 3e3e~ - 3e4esee 

ee, e~ + 2e2e6 - 2e3eS 

ee, 2ei+ 3elee + 6e2e~ - 6e3eSe6 
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which may be expressed as 

c= [(2e4ea- e~)3 + (3e3e~- 3e4e5ea + e~)2l/e~. (32) 

VI. CONCLUSIONS 

We have examined all existing real Lie algebras of 
dimension r.:;; 5 and all real nilpotent Lie algebras of 
dimension r= 6. For each algebra we have found all in
dependent invariant functions F(Xl' . 0 ., X r ) of the gen
erators. The invariants obtained as well as the classifi
cation of Lie algebras that we use, are summarized in 
Tables I-III. The tables include only algebraically in
decomposable Lie algebras, Leo, those that cannot be 
written as algebraic sums of lower dimension Lie alge
bras (the invariants of an algebraic sum of Lie algebras 
are simply the invariants of the individual algebras in 
the sum)o 

Only one indecomposable real Lie algebra of dimen
sion r= 2 existso It has no invariant, A glance at Table 
I shows nine types of three-dimensional algebras, two 
of which A~.5 and A~.7 are actually infinite one parameter 
families of algebras. These algebras have one invariant 
each. The 12 types of indecomposable four-dimensional 
algebras, each having either two invariants or none are 
listed with their invariants in the same table. The 40 
types of five-dimensional algebras and their invariants 
are listed in Table II, the 22 types of nilpotent six
dimensional algebras in Table IlL 

Let us make a few comments on the results of this 
paper. 

(0 General invariants, rational invariants, and 
Casimir operators all appear on the same footing, as 
solutions of the differential equations (4lo Indeed, all 
invariants obtained can be written in the form 

(33) 

where Uk(X j ) are homogeneous polynomials in the gen
erators Xj, such that each term is symmetric with re
spect to permutations of the order of the generators. 
The ak are constants, in some cases negative or com
plex oneso Clearly, if Un+1(X j ) =0 and the numbers a j 
are all mutually rational and of the same sign, then 
F(X j ) defines a Casimir operator. If Un+1(Xj ) =0 and the 
numbers aj are all mutually rational but not all of the 
same sign, then F(Xj) defines a rational invariant, 
Otherwise F(Xj) is a general invariant. 

(ii) The generalization from polynomial invariants to 
all invariants seems to be a very natural oneo Indeed, 
when an algebra depends on a parameter (or parameters), 
the parameter may figure in the expression for the in
varianto For certain values of the parameter a general 
invariant may go over into a rational or polynomial one. 
Many such examples are found in our tables. Specifical
ly, consider the algebras AL5 and AL7' The Lie group 
generated by A~.5 is a subgroup of the similitude group 
of the pseudo-Euclidean planeo Indeed, consider the 
plane (x, t) with the metric ds 2 = dX2 - dt2. The similitude 
group in this case is generated by the dilations D, the 
proper Lorentz transformations Kl and the time and 
space translations Po and Pl' Consider the three
dimenSional subalgebra 
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(34) 

It is isomorphic to A~.5 with a = tanhb and its invariant is 

F=(PO+Pl )tll1lhb /(PO-Pl)o (35) 

For - 00 < b < 00 the expression tanhb runs through all 
(infinitely many) negative and positive rational numbers 
and in each of these cases the general invariant F will 
reduce to a rational or polynomial one 0 

The situation is similar for the algebra A~.7' The 
corresponding Lie group is a subgroup of the similitude 
group of a Euclidean planeo Consider now the plane 
(x,y) with the metric ds 2=dx2+dy2. The similitude 
group is generated by the dilation D, the rotation L3 and 
the translations P l and P 20 A subgroup isomorphic to 
A~.7 is generated by 

L 3 +aD, P l ,P2, O<a<oo, 

and its invariant is 

(36) 

(37) 

The invariant reduces to a Casimir operator or rational 
invariant in the limits a - 0 or a - 00, respectively (the 
algebras A 3•a and A3 .3)' 

(iii) From the physical point of view one can imagine 
a situation in which an algebra like (34) or (36) generates 
the symmetry group of a problem. An infiniteSimally 
small change in the conditions of the system under study 
could change the value of say the parameter a charac
terizing the symmetry group and thus change a Casimir 
operator into a general invariant or vice versa. 

(iv) The above arguments make it extremely plausible 
that general invariants should play the same role in re
presentation theory and physical and other applications 
of group theory, as Casimir operators do. Indeed, con
sider the group generated by the algebra (36), but in
clude the limiting cases a - 0 and a - 00. The theory of 
induced representations25 can be used to induce repre
sentations of the group from representations of the sub
group of translations. The problem then arises of classi
fying points in the space of characters of the represen
tations of the translation group into orbits26 under the 
action of the factor group generated by L3 + aD. For a = 0 
these orbits are circles, characterized by a radius p, 
where p2 is a value of the invariant pi + P~. For a - 00 

the orbits are straight lines intersecting at the origin, 
characterized by an angle cp, where cp is the inverse 
tangent of a value of the ratio P 2/P1 , figuring in the in
variant (P1 + iP 2)i /(P1 - iP 2)i. For 0 < a < 00 the orbits 
are spirals passing through the origin, characterized 
by a value of the invariant (37). It seems to us that all 
types of invariants thus partially or completely charac
terize the irreducible representations of the algebras 
considered. 

(v) In order to use the invariants of an algebra it is 
necessary to give them a clear mathematical meaningo 
For all cases encountered in this paper this is facili
tated by the fact that the individual "constituents" of the 
invariants (33) always commute. Thus, a rational in-
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variant always occurs as the ratio of two commuting 
polynomials. The polynomials Un_l(X j ) and Un(X j ) in the 
exponential commute with each other and with the poly
nomials multiplying the exponential. Thus, it is always 
possible to choose a basis in which all of these mutually 
commuting operators are diagonal. The invariant F(Xj) 
then simply reduces to a number that indeed character
izes a representation. 

On the other hand, we are free to choose other bases 
for representations. Then F(Xj) can be interpreted, 
e. g., as an integral operator. 

(vi) In the case of semisimple algebras all invariants 
can be written as functions of I polynomial invariants, 
where 1 is the rank of the algebra. These I basic invari
ants (Casimir operators) form an integrity basis, i. e., 
any polynomial invariant can be written as a polynomial 
in the basic invariants. 

(vii) In the case of nilpotent algebras all invariants 
can again be written as functions of r-R polynomial in
variants (r is the dimension of the algebra, R the rank 
of the matrix of the commutation table). However, in 
this case the "basic invariants" do not necessarily form 
an integrity basis. Thus, higher-order polynomial in
variants may exist, that are functions of the lower ones, 
but not polynomials in them. Examples were discussed 
inSec. V. 

(viii) The low-dimensional Lie algebras studied in 
this article should playa role in many applications. In
deed, very many of them occur as subalgebras of the 
fundamental groups of physics, such as the Poincare 
group, Galilei group, de Sitter groups, conformal group 
etc. 

Finally, let us note that many further questions, both 
conceptual and technical ones, remain open. Let us just 
mention a few of them. 

(a) It would be desirable to obtain general formulas 
for the number of independent polynomial and rational 
invariants for an arbitrary algebra (N = r - R is the num
ber of all independent invariants). It would also be de
sirable to obtain general statements about the degree 
of the independent Casimir operators, to find out when 
they do form an integrity basis for all polynomial in
variants, etc. 

(b) The problem of finding all invariants has been re
duced to that of solving a system of first-order linear 
differential equations. While we have provided a method 
for solving anyone of the equations it would be useful 
to have an algorithm for finding the general solution of 
the entire system of equations. 

(c) For physical applications it would be of interest 
to classify all real Lie algebras of higher dimensions 
(at least upto dimension r= 10) into equivalence classes 
and to find their invariants (stnce such algebras occur 
as subalgebras of, e. g., the conformal group of space 
time). 
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(d) Throughout this paper we have restricted ourselves 
to invariants that are obtained by solving certain differ
ential equations. The solutions were assumed to be or
dinary functions that are at least once continuously dif
ferentiable. Other solutions can exist in different spaces, 
in particular distribution type solutions can be of consi
derable interest. For example, the Poincare group 
(inhomogeneous Lorentz group) has two CaSimir opera
tors m2 and W2 (mass squared and spin squared), which 
could be found using the methods of this paper. However, 
for m2 ~ 0 a further invariant eXists, namely, sign Po, 
the sign of the energy. This quantity can be expressed as 
a distribution, e. g., in terms of a step function ()(Po). 
A systematic approach to such "non functional" invari
ants should be provided. 

(e) A rigorous and complete study of the representa
tion theory of groups with nonpolynomial invariants 
should be provided. Inter alia this should establish 
whether the invariants suffice to label representations 
completely or whether further characteristics are ne
cessary. This also raises the problem of finding the 
spectra of the invariants, of providing them with a ri
gorous meaning in each case, etc. 

(f) Many problems related to physical applications of 
the invariants remain unsolved, in particular their re
lation to observable quantities. 

We plan to return to the above problems in the near 
future. 
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Coulombian asymptotic states 
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We define and study Coulombian asymptotic states, denoted by /koc>, which are useful and important 
for stationary Coulombian scattering theory. Using these asymptotic states, we are able to derive from the 
off-shell T matrix the physical on-shell T matrix for Coulomb plus short-range potentials. This function is 
proportional to the physical scattering amplitude. A generalized Lippmann-Schwinger equation and 
related equations are derived. Many other applications of the asymptotic states exist. We show the precise 
connection of ~ oc > with the time-dependent Coulomb scattering theory. 

I. INTRODUCTION 

The (nonrelativistic twO-body) stationary scattering 
theory for short-range potentials [loosely speaking: 
V(r)=O(r-"'), a>l, r-ooJiswellfounded. If the po
tential is Coulomb-like, there appear difficulties that 
stem from the long range (in fact, infinite range) of 
the potential. Two main problems can be discerned: 
(i) the scattering amplitude is Singular in the forward 
direction, such that it is not an integrable function 
there; (ii) the scattering states do not approach free 
states asymptoticallY (i. e., when r - 00) and, related 
to this fact, the T matrix in momentum representation 
has no half-shell and/or on-shell limit. 

To solve problem (i), Herbst1 and Taylor2 indepen
dently introduced certain distributions (somewhat dif
ferent from each other) which are suitable to handle the 
divergencies occurring in the forward direction. 

In the present paper we define and study so-called 
Coulombian asymptotic states, in momentum represen
tation denoted by (plk oo), which are suitable to solve 
problem (ii). They can be thought of as generalized dis
tributions. The phrase "asymptotic state" is an ab
breviation of "asymptotiCally Coulomb-modified im
proper free state." To be preCise, in this paper we 
consider the pure Coulomb potential only. In a forth
coming paper, many applications of lk oo) will be re
ported, also to Coulomb plus short-range potential 
scattering formulas. 

We note that the closed formula for (p Ik 00) [see Eqs. 
(3) and (4») is not essentially new. Nutt3 introduced 
these asymptotic states for the first time, although he 
defined them inaccurately. To our knowledge, the 
states have not been used or even mentioned after
wards, up until now. Presumably because an accurate 
definition and a clear interpretation of these asymptotic 
states were missing, their importance and usefulness 
have not been recognized. 

In Sec. II we give the exact definition of the asymp
totic states and of the class of "test functions" on which 
they are defined. In Sec. III we derive a generalized 
Lippmann-Schwinger equation and related equations. 
We introduce the so-called physical half-shell and on
shell T matrices and we show that the Coulomb scat
tering amplitude is - 2lT2 times the physical on-shell 
Coulomb T matrix. In standard scattering theory this 
relation is well known (the adjective "physical" is then 
superfluous). 
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In Sec. IV we investigate the relation between the 
asymptotic states (p lk 00) and certain formulas playing 
a basic role in the time-dependent Coulomb scattering 
theory. The connection we find there, yields a clear in
dication for the interpretation of the asymptotic states. 
Finally, Sec. V contains the summary and discussion. 

II. DEFINITION OF THE ASYMPTOTIC STATES 
[koo} 

Already in 1951, Guth and Mullin4 published an ex
pression for (plk +)c, the Coulomb scattering wave 
function in momentum representation at energy k2 > O. 
Weare going to show now that from that expression 
(p lk 00) can easily be obtained. 

As usual we take If = 2m = 1 (m is the reduced mass) 
and denote the Coulomb potential by V dr) == 2kyjr. In 
Sec. IV it will appear preferable to use the k-indepen
dent strength parameter s = - kyo Throughout this paper 
we shall be concerned mostly with pure Coulomb formu
las. With a few exceptions, the subscript C will be sup
pressed. We adopt the follOwing normalization: 

(k' + I k + ) = /l(k' - k), 

which differs from the one in Refs. 3 and 4. According 
to Guth and Mullin4 one has, with the usual convention 
e+ 0, 

(plvlk+) 

. k'Y [p2 _ (k + ie)2] ir 
=exp(-lTy/2)r{1 +~y) nr (Ip- kl2 +€2)1+in (1) 

(plk +) = ;,;;, :e (p I Vlk +}o (2) 

The differentiation with respect to e yields two terms. 
One of these is 

_ . e [p2 _ (k + ie)2] I r 
(p Ik.)= exp{-lTy/2) r(2 + ty)? [I p _ k 12 +e2p+lr , (3) 

where the left-hand side is defined by the right-hand 
side. We introduce the notation 

This is the "plus" state (p I k 00 +). The + sign will 
mostly be suppressed. The "minus" state is defined 
by 

(p Ik. -) = (plk.)*, (5) 

(plkoo-)=lim(plk.-). (6) 
"0 
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Note that this definition is in analogy to the complete 
physical scattering state Ik -), for which we have 

(plk-)=(plk+)*. 

We call Ik£±) and Ikoo±) "Coulombian asymptotic 
states." The limit e ~ 0 in Eqs. (1)-(6) should be care
fully defined. We give a precise definition of the asymp
totic states in the following theorem. The object he ap
pearing in the theorem plays the role of the Coulomb T 
matrix, as will be shown later on. 

Theorem. Let k = I k I > 0 and 

(he Ip)= (p - k- iE) /l'f(p), (7) 

with f E \! ~ (IR3) and f( p) continuous at p = k. Further let 
(h e I ke) mean 

(he Ike)= JIR3 dp (he Ip)(p Ike), 

where (p Ike) has been defined in Eq. (3). Then 

lim (he Ike) =f(k) [ (2k)-i1' exp(- TTY /2) r(l- iy)]-1. (8) 
.. 0 

Proof. The proof is essentially a generalization of 
Simon's "o-function computation," see Ref. 5: 
lim"oe(x2+E2j-1=7TO(X). Using Eqs. (3) and (7) and 
writing f( p) = f( p) - f(k) + f(k), we see that the proof 
of Eq. (8) is complete once we have proved the follow
ing two equations: 

(i) lim e fdP[j(P) - f(k)]( p - k - iE) i1' ,.0 
[p2 _ (k + ie)2] 11' 

X [lp_kI 2 +e2]2+i1'=0. (9) 

(ii) lim"; exp( - TTY /2) r (2 + iy) f dp( P - k - ie) i1' 
e.O 7T 

[p2 _ (k + ie)2] i1' _ (2k) i1' exp(7Ty/2) 
x [ I P _ k 12 + E2 )2+' l' - r (1 - iY) • 

(10) 

(i) The integral in Eq. (9) exists when E> 0 and it is 
absolutely dominated by 

exp(21T 1 I' I) J dp If(p) - f(k) 1 {Ip - kl2 + e2}-2. 

Replace the integration variable p by q = P - k and define 
the function g(") by 

g(q)=J dqlf(q+k)-/(k)I. (11) 

Here q denotes the unit vector in the direction of q, 
and the domain of integration is the unit sphere, Then 
g(") is measurable and essentially bounded, so gE E ~. 
Furthermore, g(O) = 0 and g(q) is continuous at q = O. 
It is now sufficient to prove 

lim E I~ dp p. [p2 - (k + iE)2] /1' {I(p _ k)2 + e2J-I-lr 
.. 0 0 k(p - k - tE)l1' 

- [(p + k)2 + E2 J-1-i1'} = 1T exp(7Ty)(2k)i1' 1 r(1 + iy) 1-2. 

(13) 
The integral here exists when E> O. If one excludes any 
neighborhood of p = k, the integral exists also when 
E = O. Consequently, the interval of integration (0,00) 
may be replaced by an arbitrary neighborhood of the 
point p = k. This in turn implies that one may in Eq. (13) 
replace p/k by 1, (p + k + ie )11' by (2k)i1', and neglect 
the term containing [(p + k)2 + E2 ]-1-11'. Finally, one can 
simplify the integrand by dropping the factor 
(p - k - iE)i1'(p - k - iE)-;1' = 1. All this means that it 
remains to be proved: 

. r~ edp (p_k_ie)i1' ( )1 (1 . )1-2 
le\T 10 (p_k)2+ E2 (p_k+iE)'1'=1TeXP 7TY r +tY • 

The indefinite integral of the integrand in Eq. (14) 
is easily found, yielding for the left-hand Side, 

. 1 (p - k - iE);1' 11>="" 1 ( exp(1TY) ) 
~~T-2Y (p_k+iE)i1' p=O =-21' 1- exp(_1TY) . 

Utilizing the well-known equality 

r (1 + iy) r (1 - iy) = TTY I sinh7TY, 

we find that Eq. (14) is valid, so Eq. (19) has been 
proved. This completes the proof of the theorem. 

(14) 

Reviewing the above theorem and its proof, we find 
that the domain of integration ffi3, implicitly understood 
in Eq. (8), can be replaced by any neighborhood N(k) 
of the pOint p=k. In other words: The asymptotic state 
(plk OO ) has support {k}. We deduce from this that the 
class of "test functions" he can be enlarged by relaxing 
the restrictions. It is sufficient to require only: 

I( p) continuous at p = k and f E S.! ~ in some 
neighborhood N(k), 

(15) 

<he \ k,) well defined for all E : EO > E> 0, some EO> O. 

Let the symbol D he mean: in the sense of "generalized 
distributions" with the above defined "test functions" 
(he I p) = (p - k - iE)i1' I{ pl. Then we have, in a formal 
compact notation, the extended theorem: 

(p 1 k 00) = o{ p - k) lim[{p - k - iE)i1'(2k)-iY 
e.O 

(16) 

. [~ g(q) q2 
11m E dq ( 2 + 2)2 = O • 
.. 0 0 q E 

(12) III. SOME STATIONARY SCATTERING FORMULAS 

Take q - Z =q/E, then Eq. (12) becomes 

1· 1~ dz g(EZ) Z2 - 0 
1m ( 2 + 1)2 - . .. 0 0 Z 

The integrand in this integral converges pointwise to 
zero and is essentially bounded by II g II~ z2/(Z2 + 1)2, 
which is integrable, so the integral has zero limit. 
This proves Eq. (9). 

(ii) The integration over the angles in Eq. (10) is 
easily performed. We have to prove then 
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In Secs. III A-III C we shall derive the following 
three formulas: 

lk+)= ikoo)+GoV\k+), 

Ik+)= Ikoo)+GoTlk oo), 

(k'oo-ITlkoo)=<k'oo-jVjk+) 

-rCk·i' ) ~ ~ 
= 27T2 ,k'*k,k'=kElR:. 

(17) 

(18) 

(19) 

Because of the well-known operator equality GoT = G V, 
Eq. (18) implies 
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(20) 

The operators G, Go, and T are supposed to have 
argument (k + iE)2, E+ 0, and f C is the Coulomb scatter
ing amplitude, 

y (1 -x ) -l-il' 
fC(x) = - 2k exp(2iO'o) -2- (21) 

Note that Eqs. (17)- (20) reduce to well-known equa
tions of standard short-range potential scattering theory 
if one replaces Ikoo) by the free state Ik). Then Eq. 
(17) is known as the Lippmann-Schwinger equation and 
Eq. (19) expresses that the on- shell T matrix is 
proportional to the amplitude. We call (p I T Ik 00) the 
physical half-shell T matrix and (k' 00 - I T I k 00) the 
physical on-shell T matrix (k' =k). 

A. Proof of Eq. (17) 

In order to derive Eq. (17), we perform the differen
tiation with respect to E in Eqs. (1) and (2)0 This gives, 
at once, 

(plk+)=lim(plke)-lim 2 ~+')2 
•• 0 .'0 p - tE 

(22) 

The second term on the right-hand side is just 
(pIGoVlk+), as can be seen by inspection. Equation 
(17) is the formal expression of Eq. (22). 

B. Proof of Eq. (18) 

Secondly, we have to derive Eq. (18). To this end, 
we prove that T Ik 00) = vlk +), i. e. , 

lim (p I Te(k + iE)2) I k.) = (p I vi k +), f>*k, (23) 
.'0 

where the right-hand side is given by Eq. (1) and lim. ,o 
is understood. Recalling the theorem, it is clear that 
we need the behavior of the off-shell Coulomb T matrix 
(p I T«k + iE)2) Ip/) at p' = k. For this purpose we consid
er Eqs. (13)- (18) of Ref. 6. The limit p' - k means in 
those equations: x - -1, y - O. Furthermore, 1 + I(y)/ 
x - (- y)il' r(l + iy)r(l _ iy) and y - (p2 _ k2)(pt2 _ k2)/ 

(4~q2). Assuming p* p', we derive from Eqs. (16) and 
(18) of Ref. 6, 

(p I T(k2) I p') = ky(rrq)-2 r (1 + iY) r(l - i')') 

(
P2 _ k2)(k2 _ p12) ) il' 

X 4k2q2 f(p,p';k), (24) 

where the functionf has pleasant properties. Besides 
on p, p', and k it depends on p and p', but these vari
ables, being unimportant for the discussion, have been 
suppressed. The variable k is here supposed to be com
plex, with Rek> 0, Imk> O. We let k approach the posi
tive real axis from above. Thenf becomes a function 
of the real positive variables p, p', and k, and this 
function is continuous at p = k and/or at p' = k. 
Moreover, 

f(P, k;k) ""/(k,p';k) ""f(k, k;k) "" 1, (25) 

that p* p'. With the above formulas we can derive the 
physical half-shell limit and, in Sec mc, the physical 
on- shell limit of the Coulomb T matrix. 

Since we wish to apply the theorem to Eqo (24), it is 
natural to replace k by k + iE with k real positive. Now 
let p be fixed with p * k, and consider the expression 
between braces in Eq. (24). From the equality 

[p2 _ (k+iE)2][(k+iE)2 -p,2](k+iE)-2W +E2)2 

= _ 2ikE[ (k2 + E2)2 _ p2p/2] + (p2 _ k2 + E2) 

X [W + E2)2 _ p2p'2] + pl2[ (p2 _ k2 + E2)2 + 4k2E2], (26) 

we see that 

{[p2 _ (k + iE)2][(k + iE)2 _ pI2](k + iE)-2} i" 

- exp(-rry) k-21"[p2 _ (k + iE)2]il'[p'2 _ (k + iE)2]ir, (27) 

when p' - k, E" O. Here y may be taken real although it 
depends on k + iE, strictly speaking. We denote now 
p - k by q, which is consistent with the notation 
q = p - p' of Ref. 6 since p' - k. Application of the 
theorem, in particular Eq. (16), to Eqs. (24) and (27) 
yields 

(p I T I k 00) = lim kyrr-2 
.,0 

x exp(- rry /2) r(l + iy) q-2-2ir [p2 - (k + iE)2)iY. 

(28) 

This expression may be identified with <pi Vlk+) be
cause of p* k and the proof of Eq. (18) is complete. 

We like to point out that Eq. (27) does not hold, in 
general. The left-hand side of Eq. (27) has its origin 
in the expression (- y)iY in Eq. (18) of Ref. 6. Because 
of the logarithmic cut, running along the negative real 
axis, (- y)ir cannot be replaced by exp(- rry) lr, nor by 
exp(rry) yir. In fact, y can become real negative, where
as y cannot become real positive, if q> 0 and Imk * O. 
This can be seen as follows. Owing to y = (x + 1)/(x - 1), 
we have x = (y + l)/(y - 1) and the assumption 0'" y '" 1 
implies - 00 '" x '" - 1, so x2 ;" 1. With the help of Eq. 
(26), where now either E> 0 or E < 0, this leads indeed 
to a contradiction. 

In this context it is interesting to note the related 
fact that (p' I T(k2) Ip) is a meromorphic function in the 
complex k plane, cut along the real k axis, and with 
an arbitrary neighborhood of the origin excluded. See 
Ref. 6, Eqs. (16)-(18) and also (24), where T 1(k2) has 
been expressed in terms of Legendre's second function 
,0 I' The branch cut of Qz there is just avoided when 
Imll * 0 and p' * p, as can be shown with the help of 
Eq. (26). 

C. Proof of Eq. (19) 

In order to derive Eq. (19), we can apply the theorem 
at once to Eq. (28). Taking the epsilons in Eqs. (3) and 
(28) equal, we get 

I 00 -fc(k'k') 
(k. - I T I k )It=k EiO 2rr2 . 

However, we arrived at this equation in two successive 
and this equation is valid for all p, p', provided only steps. First the phYSical half-shell limit has been de-
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termined and afterwards the physical on-shell limit. 
The direct physical on-shell limit is 

lim (k' - 1 T«k + iE)2) Ik ) = - fCek· it') k' = kE JR'. 
.. 0 E E 27T2' (29) 

We like to prove this equation in a direct way. Note 
that the theorem cannot be applied now. However, the 
following proof of Eq. (29) is very much like the proof 
of the theorem. 

Insert Eqs. (3) and (24) into the expression 

lim f f dpdp' (k~ - 1 p')(p'l T«k + iE)2) 1 p) 
.. 0 

(30) 

The asymptotic states have support {It'} and {k}, respec
tively, so we may replace q2 by 2k2 (1 - k 'k') and the 
functionf in Eq. (24) by one, according to Eq. (25). The 
integrations f dp and f dp' are now easily evaluated. 
Consider further 

i Im[ (p - k - iE) (k + iE - p') (k + iEtt (k2 + E2)] 

= - iE(k2 + E2 - pp'), 

and compare this with Eq. (26). Then it turns out that 
Eq. (30) can be expressed as 

y (1_k.k,)-1-ir 
47T2k 2 r 3(1 + iy) r(1 - iy) exp( - 7TY) L, 

(31) 

with 

L = lim (~)2 
E' 0 7T 1~ £~ I (p - k + iE)-ir (p' - k + iE)-ir 

o dp 0 dp (p _ k)2 +E2 (p' _ k)2 +E2 

X [(p - k - iE)(k + iE _ p')]ir. 

(32) 

Changing variables according top-k=EZ, p'-k=EZ', 
we get 

L=rr-2 [~1.~ dzdz' (Zin-iY (z'+i)-ir 
J-~ _~ z + 1 Z,2 + 1 

x [(z - i)(i - z/)Jir . (33) 

The order of integration is unimportant. Now we have 
(z, Z' EO JR) 

In(z + i) = i In(z2 + 1) + i arccotz 

and 

In[(z - i)(i - z')] = i In[(z2 + 1)(Z,2 + 1)] 

+ i arctanz + i arctanz', 

where the inverse trigonometric functions are deter
mined by their principal values 

- ~rr < arctanz < i7T, 0 < arccotz < 7T. 

Using these equations we get 

L=rr-21.: I: dzdz'(Z2+1)-1(z,2+1)"1 

x exp[y(arccotz - arctanz + arccotz' - arctanz')]. 

This double integral is evaluated by standard means, 
yielding 
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L = (2rry)-2(exp(- rry/2) - exp(37Ty/2»)2 

= (7Ty)"2 exp(7TY) sinh27TY = exp(7TY) 1 r(1 + iy) 1-4• 

Insertion of Eq. (34) into Eq. (31) proves Eq. (29), 

(34) 

of which Eq. (19) is the formal expression. 

In Sec. IV a different but closely related procedure 
to obtain the physical on- shell T matrix will be given, 
see Eq. (51). 

Remark. As we said in Sec. I, the asymptotic states 
defined in the theorem are essentially the asymptotic 
states introduced by Nutt, see Eq. (15) of Ref. 3. How
ever, Nutt's definition of these states and of the limits 
E" 0 is less careful than ours. Also his" minus" state 
differs from our state Ikoo -). Probably because of 
these facts, he finds a different result for the Coulomb 
scattering amplitude. It contains in particular a factor 
(2k/E2)-2ir, having no limit when E" O. 

IV. CONNECTION WITH TIME-DEPENDENT 
COULOMB SCATTERING 

In the time-dependent scattering theory a basic role 
is played by M011er's wave operators n., defined by 

n.=s-lim net), 
t _:j:co 

(35) 

net) ==exp(iHt) exp(- iHot), (36) 

where H is the Hamiltonian H = H 0 + V. The strong 
limits in Eq. (35) exist when V has short range, but 
they do not exist when V is the Coulomb potential. Ac
cording to Dollard, 7 the following modification has to 
be made. Define 

nC(t) == exp(iHt} exp(- iHot> exp[ - fA(t)], (37) 

where H is now the Coulomb Hamiltonian, and the 
"anomalous" operator A(t) is defined by 

A(t) == - sHa112 sgn(t) In(4H 0 I t I), tof. O. (38) 

sgn(t) denotes the sign of the time t and s is the poten
tial strength, VCr) = - 2s/r. In Sec. II we chose the 
notation VCr) = 2ky/r, but use of the constant s is here 
preferable. Because A (t) is a function of H 0, Eq. (37) 
is equivalent to 

nC(t) == exp(iHt) exp[(- iHot) - fA (t)]. 

Dollard7 proved that the strong limits of nc (t) exist, 

n7 = s-lim nC(t), (39) 
t-'fOO 

and that n7 can be correctly interpreted as the Coulomb 
wave operators. 8 For example, the improper stationary 
Coulomb scattering states may be written formally as 

(40) 

It is customary to introduce E' -dependent wave opera
tors n". by means of the Bochner integrals (e. g. , 
PrugoveCk.i,9 pp. 436 and 456), 

n,,±='fE' fo~~ dteXp(±E't)n(t), E'> O. (41) 

[Here we use E' in order to avoid confusion. Indeed 
the operators Go, G, and T turn out to have argument 
k2 + iE'. For example, Eqs. (36) and (41) yield 
formally 

H. van Haeringen 998 



                                                                                                                                    

n •. lk)==ie'G(ftl +ie') Ik). (41') 

However, in the preceding sections we preferred to take 
the argument (k + ie)2. To first order in e we have 
e' == 2ke. ] For a short-range potential one has (e. g. , 
Ref. 9, p. 437) 

n* == s-lim n..... (42) 
e' 40 

In the case of the Coulomb potential, Eq. (42) has to 
be modified also, From the paper by Zorbas10 (see, 
p. 122: Lemma) it follows that it should be replaced by 

(43) 

Here n •. * are the M~ller wave operators for the 
Coulomb potential, defined by Eqs. (36) and (41), and 
we have introduced the operators A;~ which are defined 
byt1 

A, •• =H' .r~ dtexp(±E't)exp[iA(t)], e'>O. (44) 

Upon substitution of Eq. (38) for A(t), these integrals 
become essentially gamma-function integrals. Zorbas 
obtained the following explicit expressions [Ref. 10, 
Eq. (13), in different notation and with opposite sign 
convention, cf. Ref. 8], 

1/2 -1/2 
A ••• ==r(l1±isHo- )(4Ho/e')·iSHo • (45) 

After this survey of the necessary formulas, we are 
now in a position to make the final step, and to show 
explicitly the connection with our asymptotic states. 
The operators A, • ., being functions of Ho, are diagonal 
in momentum representation. From Eq. (45) we get 
(recall e' - 2ke) 

(p IAi!, I k) == IS( P - k)[(2k/e)-iY r(1- iy)]-1 (46) 

and 

(47) 

Here we have turned back to the Sommerfeld parameter 
y = - s/k, and the + subscript has been suppressed. 
Note that Eq. (47) can also be obtained from the equality 
A!. ==A,._, which is a consequence of the definition of 
A, .• [Eq. (44)] and of the equalities [cf. Eq. (38)], 

A t(t) ==A(t) == sgn(t)A( I t I). (48) 

Now let h, be a "test function" as defined in Eq. (7), 

fJt.lp)= (p - k- ie)iY/(p). 

Then Eq. (46) at once yields 

fJt.IAi!, Ik) == /(k)[(2k)-iY exp(- 1Ty/2) r(1- iy)]-1. (49) 

Comparison of Eq. (49) with Eq. (8) gives 

fJt, IAile Ik) == lim (he Ik.), (50) 
e.O 

which we denote formally by [cf. Eq. (16)] 

I k 00) = lim Ike) == lim Ai!e I k), f)h • 
EJO etO E 

Furthermore, from Eqs. (46), (47), and (24), (25) 
we obtain 

(50') 

¥.IJ1 (k' IA!~!_ T«k + ie)2) Ai!e I k) == - / c(k :k')/(21T2), k' == k, 

(51) 
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which should be compared with Eqs. (19) and (29). In 
the three final equations we have the desired connection 
of the Coulombian asymptotic states with the time
dependent Coulomb scattering formulas in explicit form. 

Eventually two remarks are in order. 

(i) The "plus" stationary scattering state I k + ) is 
connected with the limit t - - 00; the "minus" state 
Ik-) with t-+ oo • So if we want to interpret the asymp
totic states Ik co ±) in analogy to Ik±), it follows from 
Eq. (47) that we should have 

(p Ik co -) == (plk co)*, 

which agrees with the definition of (p Ik co -), see Eqs. 
(4)- (6). 

(ii) It is important to realize that I ke) and Aile I k) are 
objects, stemming from quite different starting points. 
Their equality in the sense f) h [see Eq. (50')] is very 

• satisfactory, for this shows the way how to interpret 
Ik.) in the time-dependent picture. 

V. SUMMARY AND DISCUSSION 

In Sec. II we defined asymptotic states Ik co ±) 
= lime.o I k. ±). According to the theorem proved there, 
these states can be considered as "generalized dis
tributions" defined on a certain class of e-dependent 
"test functions," see Eq. (16). We showed that the 
Coulomb T matrix in momentum representation belongs 
to this class of "test functions. " This is an important 
result since it solves the half-shell and on-shell prob
lems of the Coulomb T matrix. In Sec. III we derived 
some stationary scattering formulas in which the 
asymptotic states are applied, see Eqs. (17)- (20). In 
Sec. IV the connection of our asymptotic states with 
Dollard's7 time-dependent formulation and Zorbas's10 
time-independent formulation of Coulomb scattering 
has been investiga,ted. The main result is here ex
pressed in Eqs, (50) and (51). The approach of this 
paper differs from the ordinary "screening" approach. 
With a screened Coulomb potential one gets the ordinary 
Lippmann-Schwinger equation in place of Eq. (17). 

From the time-dependent theory (Sec. IV) it follows 
that the actual scattering of a particle (occurring at 
t"" 0, say) should be considered with respect to its be
h~vior at t -± co. The movement of the particle (i. e. , 
the time evolution of the scattering state in Hilbert 
space) is, at large times, not governed by the usual 
operator exp(- iHot) , but instead by exp[ - iHot - iA(t)], 
see Dollard. 7 The time dependence is translated into 
the e'- dependence with the help of Eqs. (41) and (44). 
In this way Zorbas10 obtained "anomalous" operators 
which we denote by A •••. In the time-independent pic
ture, the improper free state I k) has to be replaced 
by Aike Ik). One can therefo're (small e meaning large 
times) interpret 

with k' == k as the amplitude for the probability, to begin 
with the distorted free state Aile I k) and to find, after 
the scattering has taken place, the distorted free state 
denoted by (k' IA!;!_. In the same way we interpret 
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(k~ - I T«k + ie)2) I k.), 

with k' = k as the physical amplitude for an initial dis
torted free state Ik.) and a final distorted free state 
(~ - I. Translating back to the time-dependent picture, 
we get the correct description of the physical scatter
ing process. 

In conclusion we can say that the approaches with our 
asymptotic states I k. ±) on the one hand, and with the 
operators Ail.", which follow from the paper by Zorbas 
on the other hand, are equivalent in the sense of Eqs. 
(50) and (51). 

The ideas concerning a "renormalization procedure," 
as the application of Eq. (16), or something like it, has 
been called sometimes, have been living in the litera
ture since a long time. A list containing all relevant 
papers by other authors on this subject would become 
rather extensive. 

The present paper clarifies some obscure points, it 
shows precisely how the asymptotic states can be ap
plied, and, in particular from the connection with the 
time-dependent theory, it makes clear why just the 
"renormalization procedure" of Eq. (16) should be 
applied. In general, our asymptotic states restore the 
analogy of the stationary two-body Coulomb-like 
potential scattering formulae with the standard scatter
ing formulae. This will be worked out in a subsequent 
paper, where we shall also have occasion to discuss the 
approaches by other authors. 

From the theorem and Eqs. (16)-(20) it can be seen 
that Ik (0) is particularly suited to the two-body Coulomb 
T operator at energy k2 > O. Furthermore, we can show 
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by means of explicit formulas that exactly the same 
asymptotic states can be applied to the total T operator 
when a short-range potential is added to the Coulomb 
potential. Because the two-body T operator is the basic 
object in N-body stationary scattering theory, we hope 
that the approach of this paper can be extended to multi
particle stationary scattering theory involving charged 
particles. 
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All tensors of contravariant rank two which are divergence-free on one index, concomitants of a spinor 
field (Tux together with its first two partial derivatives, and scalars under spin transformations are 
constructed. The Einstein and metric tensors are the only candidates. 

1. INTRODUCTION 

It is usually assumed that the field equations govern
ing the interaction of the gravitational field with any 
other field (the latter having associated with it an 
energy-momentum tensor Tii) are of the form 

(1. 1) 

where A/j are the components of a type (2,0) tensor 
which is constructed only from those field variables 
characterizing the gravitational field. Furthermore, 
it is customary to demand that the choice of Ali be re
stricted by the identity 

AiJ,j=O, (1.2) 

in order that, as a consequence of (1. 1), we have 

TIJIj = O. 

Typically, if it is assumed that 

(i) the gravitational field is characterized by a sym
metric metric tensor gab' and 

(ii) the quantities Ali are constructed from gab and its 
first two partial derivatives, i. e. , 

then it is known that, 1 in a four-dimensional space, 
(1. 2) and (1. 3) imply that 

Ail =aGiJ + bgii , 

(1. 3) 

(1.4) 

where a, b are constants, and Gli is the Einstein tensor. 
In this case (1.4) and (1. 1) give rise to the usual 
Einstein field equations, where Tli now satisfy 

Tij=Tii. (1. 5) 

However, it has been claimed by some, 2,3 that TiJ 
should be nonsymmetric, in which case, as has been 
pointed out by Ehlers, 4 in order to accommodate this 
possibility, the assumptions (i) and (iil would have to 
be changed. The purpose of this note is to discuss the 
consequence of adopting one possible alternative to (i) 
and (ii). 

It is known that the gravitational field can be charac
terized in terms of a spinor field ajAX' or a tetrad field 

h (a=I, ... ,4), these two characterizations being 
(",)1 
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equivalent by virtue of the relations 

the a",AX' being the conventional Pauli spin matrices. 
These quantities are related to the metric by 

gjl = ajAX,aJBy,EABEX'Y' = ajAX,aJAX' (1.6) 

Guided by these observations, and (1. 3), we shall 
therefore seek all tensors Ali satisfying (1. 2) and for 
which 

(1. 7) 

where Aji are also assumed to be invariant under arbi
trary (unimodular) spin transformations. 

This problem is equivalent to finding all tensors Ali 
satisfying (1. 2) and 

A lJ = A ji ( h ; h ; h ) , 
(""a (a"a.b (""a,bc 

(1. 8) 

where Ai} are scalars under arbitrary proper Lorentz 
transformations. Skew-symmetric tensors satisfying 
(1. 2) and (1. 8) are known;5 however they are not scalars 
under arbitrary proper Lorentz transformations. 

It is clear from (1.6) that every spin-tensor which 
is a concomitant of gjj and its partial derivatives is 
always a concomitant of ajAX' and its partial derivatives. 
If the converse to this were valid, then the above prob
lem, viz. (1.2) and (1. 7) would immediately reduce to 
(1.2) and (1.3), and so, without further calculation (1.4) 
would follow. Unfortunately a proof of the converse does 
not seem to exist in the literature. 

The spinor notation which we adopt here is essentially 
that of Pirani. 6 From (1.6) it can be shown that the 
following is an identity (Schmutzer 7

): 

r:;aA Y' ab BY' creBX' = t(g"bacA X ' + gbC(j'AX' 

_ g"caMx' + iE"bcaa/x'). 

If we define S"bA B and S"b x' Y'by 

sabA B = (j' AX' abBX' - ab AX' (j'BXI , 

then repeated application of (1.9) gives rise to 
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(1. 9) 

(1.10) 

(1. 11) 
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(1.12) 

,2. CHARACTERIZATION OF Ars 

Because the Ali are assumed to satisfy (1. 7) and to 
be the components of a type (2,0) tensor under arbitrary 
coordinate transformations, certain invariance identi
tiess must be satisfied, one of which is 

Ars;.AX· .be + Ars;cAX' .ab + Ars;bAX' ,00 = 0, (2.1) 

where Ars;aAX',be== ilArs! a aaAX' ,be is a spin-tensor sym
metric in be. 

The invariance of Ali under spinor transformations 
also gives rise to invariance identities,8 two of which 
are 

(2.2) 

and 

(2.3) 

If we define the spin-tensor ATs;.b.ed by 

(2.4) 

then (2. 1) gives rise to 

(2.5) 

If we multiply (2. 2) by S·b A B, (2. 3) by SOb X' Y' and add 
the resulting equations we find, by virtue of (1.12), 

(2.6) 

From (2.5) and (2.6) it is easily seen that 

(2.7) 

Up to the present, no use has been made of (1. 2), 
which in view of (1.7) can be expressed in the form 

(2.8) 

Differentiation of (2. 8) with respect to aaAx' ,cds thus 
yields 

ATs;aAX' ,cd + Ard; aAX' ,se + ATe;aAX' ,ds = 0, 

which, by (2.4), is equivalent to 

(2.9) 

If we define ATs;ab,ed;1j .~, by 

(2.10) 

and note (2.4), we see that 

(2.11) 

Elsewhere! it has been shown that, in a four-dimen
sional space, if Ars;.b.ed;!J ,k' is any quantity which has 
the properties (2.5), (2.6), (2.7), (2.9), and (2.11) then 

(2.12) 

[An alternative proof of (2.12), which readily suggests 
generalizations to higher dimensional spaces, is 
presented in the Appendix. ] 

A comparison of (2.12) and (2.10) establishes that 
A/i'ab,ed is independent of alllY',kl' which, in turn, im
plies that A/Nab,cd is also independent of a lBy• ,k' 9 i. e. , 
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(2.13) 

Where g'abed is a spin-tensor with the same symmetry 
properties as Ns;ab,ed, viz. (2.5), (2.6), (2.7), and 
(2.9). 

From (2.4) and (2.13) we thus find 

which, upon integration, yields 

(2.14) 

From (1. 6) we see that 

AX' + AX' + 0 ( ) 
g'b,ed = a.AX• ,edab aa °bAx' ,cd .bed °IAX' ;oux·.J . 

When this is taken together with (2.14), it gives rise to 

which can be reexpressed10 in the form 

Ars = tgsabedRoobd + gS(oaAX' ;aaAX' .b) 

where gs is now a spin-tensor, which is therefore 
independent of aaAx' .b' i. e. , 

(2.15) 

All spin-tensors gs:= gS(aaAx') have been constructed9 

the result being 

gs = bffs, (2.16) 

where b is a real constant. 

Consequently, the problem of determining ATS has re
duced to the evaluation of the spin-tensor gsabcd where 
Esabed = ESabcd( alA X') and where Esabcd satisfies (2. 5), 
(2.6), (2.7), and (2.9). To do this we proceed somewhat 
indirectly, as follows. 

It is easily seen that, because of the symmetry prop
erties of Eoabed, 

gt.lei BSbd _ 2(Fsabed + FOOde. + EdaSeb) to - , 

from which we obtain 

g taleJ BSbd + g tbicJ Bsad + Eta/d} o'be + g tbldJ osae - 12gsabed 
tli IlJ tl} tl} - • 

If we define 

(fa I c= - b,EtI}lgtalei, 

and recall that 

B~~1:= - ESbdlEtlJ I' 

we see that (2. 17) reads 

(2.17) 

(2.18) 

gs.bed == Esbdl {fa, e + E'aal {fbi e + ES bel {fa I d + Esael {3"b, d • (2. 19) 

Consequently a knowledge of ~a,c determines gsabed. 

From (2.18) we note that 

and 

{3"a,e= - j3'ela 

{3"'11 =0. 

We now define 

I.M. Anderson and D. Lovelock 

(2.20) 

(2.21) 

(2.22) 
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{3ABCDX' y, Z, W' = O'rAX' O'aBY' O'cCZ' al DW,fJ"a Ie, (2.23) 

in which case (2. 21) and (2. 22) imply 

f3ABCDX'Y'Z'W' = -f3ACBDX'Z'Y'W" (2.24) 

and 

(2.25) 

respectively. From arguments similar to those 
presented in Lemma A3 of Ref. 9, we find by virtue of 
(2.24) and (2.25) 

f3ABCDX'Y'Z'W' =ic[EBc€AD(Ex'Y'Ez'w' + Ex'z'€y'w') 

-EY'Z,Ex'w·(EABECD +EACEBD )], 

where C is a real constant. The latter is substituted in 
(2.23) which is then solved for fJ"a1c, (1.9) being used 
repeatedly in the process, this giving rise to 

(2.26) 

where a is a real constant. Equations (2.16), (2.19), 
and (2.26) are now substituted in (2.15) to yield 

Ars = aG"s + bg"s. 

We thus have the following theorem. 

Theorem: If ATs=Ars(O'aAX':O'aAX',b:O'aAX',bc) is a spin

tensor and 

then 

ATS = aG"S + bg"s 

where a, b are constants. 

Consequently, we see that, even in this case, the 
symmetry of NS [and hence of rrs by (1.1)] is again an 
inevitable consequence. 

APPENDIX 

The purpose of this appendix is to outline an alterna
tive derivation of Eq. (2.12) which explicitly exhibits 
the role played by the dimensionality of the space. We 
begin by introducing quantities !lab and f31J which are both 
assumed to be symmetric in their indices but are other
wise arbitrary, and consider the expression 

Arll;ai ,cI 3;!l4,hi sos b d j h tv '" '" (.) 
2 11121314i5"b-cal-'ljl-'hk' 
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By expanding the Kronecker delta and by repeatedly 
invoking the symmetries of Ars;ab.cdHJ,hk, viz. (2.5), 
(2.6), (2.7), and (2.9), as well as the symmetries in
duced by the expression (lab!lcd f3 IJ!3"k a lengthy, but 
nevertheless straightforward calculation, shows that 

= t[4Ars;ab,cd;lJ,hk +ATs;ab,iJ;cd,lk] !lab!lcaf3/Jf3hk' (AI) 

This equation holds irrespective of the dimension of 
the underlying space. However, for n=4, the left-hand 
side of (Al) vanishes identically in which case it is 
easily seen, on account of the arbitrary nature of the 
!lab and f3 IJ , that 

By successively interchanging the pairs (cd), (ij), and 
(hk) in (A2), it thus follows that 

as required. 
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Scaling of the form x = ax', t = ah(, q = amQ of a nonlinear partial differential equation for q is 
connected with the form of the auxiliary functions in an inverse scattering method (AKNS scheme). 
Solvability of an equation by this scheme is treated. It is shown that only equations with m = 2 are solvable 
by using the method of inverse scattering in conjunction with the SchrOdinger eigenvalue equation. The 
criterion m = 2 restricts the form of the terms in these equations. The terms, powers of q and its 
derivatives, can be found by inspection. A separate problem, the decay of a single soliton in the Korteweg-ile 
Vries equation with damping, is solved using only scaling properties. 

1. INTRODUCTION 

Many nonlinear partial differential equations are 
invariant under scaling. An example is the Korteweg
de Vries equation1 (KdV) 

qt + 12qqx + qxxx= O. 

The scaling 

x' = ax, t' = aht, q(x, t) = afnQ(x' ,t' ), 

with the choice 

h=3, m=2, 

(1. 1) 

(1.2) 

leaves (1. 1) invariant. The scaling has been used to 
find polynomial conservation laws, 2,3 

Here we will give some other consequences of this 
scaling invariance, and give some examples. In Sec. 2 
scaling in the formulation of Ablowitz et al. 4 (AKNS 
scheme for short) is treated. Assuming a scalable 
equation, it is shown that only terms of a certain type 
can occur in the various auxiliary polynomials. It 
should be stated here that some nonscalable equations 
are exactly solvable in the AKNS scheme. Such equa
tions are not treated, A restriction is found for solvabil
ity of a scalable equation. In Sec. 3 we prove that a 
scaling invariant equation can only be solved by an 
inverse scattering method on the Schrodinger equation 
when m = 2 in (1. 2). This determines the type of terms 
in that equation. It is expected that possible higher or
der inverse scattering schemes have similar properties. 
Nonlinear partial differential equations often describe 
some physical situation to a first order approximation 
in some small parameter. Dissipation of energy (damp
ing) can be an important higher order correction to the 
equation. As an example, the KdV equation with damp
ing is treated in Sec, 4. The functional form of the time 
dependence of a single soliton is shown to depend only 
on the power in the damping law. Only the scaling prop
erties are used in the derivation. 

2. SCALING IN THE AKNS SCHEME 

Some nonlinear partial differential equations can be 
solved exactly by an inverse scattering method with the 
set of linear equations4 

(2.1) 
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where 

(2.2) 

For equations invariant to a shift in x and t the functions 
A, B, C, and r are functions of x and t as functionals of 
q,qx' •••. They can also be functions of the parameter 
1;. The nonlinear equation of interest is one of the 
consistency conditions of (2.1) and (2.2), obtained by 
cross differentiation 

Two other conditions are 

Ax=qC -rB, 

Cx=rt + 2Ar+ 2i!;C. 

(2.3) 

(2.4a) 

(2.4b) 

For A, B, C, and r we choose polynomials in q, qx' 
... , and i;. In addition, the equation for r, (2. 4b), 
has to be consistent with (2. 3). 

The scaling (1. 2) leads to restrictions on the type of 
terms we can have in these polynomials. Without loss 
of generality we can take for the scaling of the new 
quantities in (2. 1), 

v 1 = aiVl (x' ,t' ), V 2 = V2 (x' ,t' ), 

l;=aZ, r=a"R(x',t' ). 
(2.5) 

Equation (2.1) is invariant if we choose for j and n 

j=m-l, n=2-m. (2.6) 

Equation (2.2) is also invariant, and A, B, and C scale 
as 

A=ahA'(Q(XI,t'),Q~, . .. ,Z), 

B=ah·jBI(Q',Q~, .. ,Z), 

C=ah-JC/(Q',Q~, .. ,Z). 

(2.7) 

A, B, and C are homogeneous functions of a. Often A, 
B, and C are polynomials in q, the derivatives qx,qxx' 
. .. , and 1;. In this case each term in the polynomial 
must have the same scaling power as the polynomial 
itself. This determines the type of terms that can occur 
in this polynomial. The terms in polymial conservation 
laws can be found this way. 

As an example, consider the KdV equation, for 
which m = 2 and h = 3. It follows that j = 1, 
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A = a11;3 + a21;q + a3q", 

B= b11;4 + b21;2q + b31;q" + b4qxx + b5q\ 

C = C 1 1;2 + C 2q , 

(2.8) 

and r is constant, as its power n = O. These are indeed 
the terms that appear. The complex coefficients au 
... , c 2 can easily be calculated. 

For the nonlinear Schrodinger equation [Eq. (2.14) 
withs=2], m=landh=2. We find for A 

(2.9) 

Band C contain the same terms, as the parameter j = O. 
For r, with parameter n = 1, we have 

(2.10 

Not all terms actually appear, as (2.3) and (2.4) give 
additional restrictions. The MKdV equation [Eq. (2.12) 
with s = 2] also has the forms (2.9) and (2.10). 

The different terms in the equation for u = v / V 2 , 

can be obtained. However, not all terms have the same 
invariance properties under the transformation (u, 1;) 
- (± u, ± 1;*) used in the derivation of Backlund transfor
mations,5 so the Backlund transformation cannot be 
found by inspection. If it exists, it has the right scaling 
properties (compare the explicit forms in Ref. 5). This 
scaling of the Backlund transformation was known 
earlier for the sin-Gordon equation. 6 

The homogeneity of A,B, and C has another con
sequence. Successive partial differentiations of for 
example A, with respect to the continuous parameter a 
(Q,x',t' and Z fixed) at a=l (Euler's theorem) gives 

aA aA aA 
1;-+mq-+(m+1)q -+'''=hA 

a1; aq "aq" ' 

a2A a2A a2A a2A 
1;2~ + 2m1;q a1;aq + m 2

q2 aq2 + 2m(m + l)qq" aqaq" 

+. ° o=h(h -l)A, 
(2.11) 

For h positive and integral the rhs is zero after h dif
ferentiations. For positive integer m this can only 
happen if each of the partial derivatives is zero. Thus 
A,B, and C are polynomials in q,q", ... , and 1;. If 
m = 0, all terms except the ones with q have to be zero. 
A can then be an arbitrary function of q, times a func
tion of qx' ... , and 1;. This is the case for the sin
Gordon equation. 4,7 For m = - 1 we have the same 
property with q ,,' 

The above can decide whether a given equation fits 
the AKNS scheme. For example, for a generalized KdV 
equation 

(2.12) 

with s = t 8 the parameter m = 4. With (2.6) we have 
j = 3 and n = - 2. B is of the sixth order in a, and has to 
contain a term q3/2. This gives the term q1/2q" in (2.12). 
But then the sixth partial derivative with respect to q 
does not give zero, (2.11) is violated, and we conclude 
that (2.12) does not fit in the AKNS scheme. 

If the order s in (2. 12) is greater than 2, we have 
the noninteger scaling 
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ms = h - 1 = 2, m = 2/ s . (2.13) 

Similarly, the equations with s> 2 do not fit the AKNS 
scheme. B is of order 2 + 2/ s in q, and contains a term 
qs+1. The rhs has noninteger power, and does not vanish 
after s + 1 differentiations. This excludes a polynomial 
for B. The same is true for higher order nonlinear 
Schrodinger equations 

(2.14) 

Here A has a term I q I 8, giving I q I 8q in the equation. 
After h differentiations the lhs still contains a term 
qS-h, and (2. 11) is violated. 

Another way to decide whether a given equation fits 
the AKNS scheme uses the conservation laws. An equa
tion that fits the AKNS scheme has an infinite number of 
these. 7 It is easily verified that there is one for each 
scaling power, 

(2.15) 

Some way be trivial, for example, the even ones for 
the KdV equation. 

Conversely, an equation that does not have the 
sequence (2.15) does not fit in the AKNS scheme. It is 
relatively straightforward to find a nontrivial conserva
tion law with a given scaling, if it exists. By verifying 
the first few conservation laws we can see easily if a 
given equation fits the AKNS scheme. As an example, 
for the generalized KdV equation (2.12) we find conser
vation laws of power 2/ s - 1 and 4/ s - 1, 

a aJ at 12 / 8_1 = at q dx = 0, (2.15a) 

:t 14 /._1 = a~ f q2 dx= 0, (2.15b) 

but a conservation law with power 1, 

~f 8d - s(s-1)(s-2) f 8-3 3d 
at q x- - 2 q q" x, (2.15c) 

only exists for s = 1 and s = 2. As seen above, (2.12) 
for s = 1/2 or s > 2 does not fit the AKNS scheme. 

3. EQUATIONS SOLVABLE BY THE INVERSE 
SCATTERING METHOD FOR THE SCHRODINGER 
EQUATION 

From (2.1) we have 

V2xx + (1;2 - rq )v2 + r"v1 = O. (3.1) 

This is the Schrodinger equation for an inverse scat
tering method, with rq as potential, if rx is zero. 

Then the parameter n is zero, and we have with (2.6) 

n=O, m=2,j=1. (3.2) 

So only equations with scaling parameter m = 2 can be 
solved by inverse scattering on the Schrodinger equa
tion. The parameter h is not determined by this argu
ment. The terms in the equation for q are now com
pletely determined for given h. As the first example, 
for h = 3 we find the ter ms of the KdV equation (1. 1). 

For h = 5 we have the form 

(3.3) 
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where terms transformable into one another have been of the soliton part, 
grouped together with parentheses. We can establish the 
terms in A, B, and C, as done above, and calculate :t fq2 dx + 41T/ Yk(k) I q(kW dk = O. 
the constants p with (2.3) and (2.4). This gives 

(4.4) 

P l = 3rP2 , P 3 = 2P2 • (3.4) 

Equation (3.3) is identical to the one given by Gardner 
et al. l (p. 132), after an independent scaling of q and t 
to change the coefficients. The next one, for h = 7, is 
obtained in a similar way. With r = - 1 we find 

qt + 110q3qx + 70(q2qxxx + 4qqxqxx + qx3) + 14(qqv + 3qxqIV 

+ 5qx8xx) + qVII = O. (3.5) 

(The roman subscripts denote the number of x deriva
tives. ) Existence of these equations is not guaranteed by 
scaling alone, as the recursion relations for the co
efficients of the terms in A, B, and C which follow from 
(2.3) and (2.4) are overdetermined. 

Another way of calculating the coefficients in (3.3) is 
with the conservation laws. The terms in the conserva
tion laws only depend on m, but the coefficients can 
differ with the different equations. As we want (3.3) to 
be exactly solvable we can assume the same conserva
tion laws as for the KdV equation. From (2. 15b) we find 
the last ratio of (3.4), and from the next conservation 
law 

15 = f (q3 + bq~) dx, 

P l = - (3/2b)P2 , P 2 = -15/3b. 
(3.6) 

With the coefficient b = - ~ as for the KdV equation we 
have the first ratio of (3.4), with r= - 1 and P 2 = 10. 
The coefficients in (3.5) could be found similarly. We 
then have to use 17 also. 

4. DAMPING IN THE KdV EQUATION 

The KdV equation with damping will be treated in this 
section, as a different application of the scaling prop
erties. Energy dissipation, accounted for by damping, 
is an important higher order effect in some physical 
applications of the KdV equation. 10 If the damping is 
weak it can be taken into account by damping each 
Fourier mode separately. 11 Our example, the KdV 
equation with damping, is 

(4.1) 

FT denotes Fourier transformation, y(k) is the damp
ing, and q(k) is the Fourier transform of q(x,t). A 
stationary soliton solution of the equation without damp
ing will now decay slowly. We will show, by a simple 
scaling argument, that the time dependence of the decay 
only depends on the power d in the damping law 

(4.2) 

The soliton balances nonlinearity and dispersion. As 
these are the dominant effects, we expect the soliton to 
keep its functional form 

(4.3) 

We assumelO,u that the weak damping slowly changes the 
scale a, a = a(t), of the scaling (1. 2). The decay of the 
soliton can then be found by12 the equation for the energy 
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The calculations are now simple. For the Fourier 
transform q(k) of q we have the scaling, with (1. 2) and 
m=2 

q(k)=am-1Q(k')=2~ !q(x)exp(-ikx)dX, (4.5) 

k'=k/a. 

Then an equation for aU) follows, using the scaling (1.2) 
and (4.5), 

oa BE d+l at = - A(2m _ 1) a , 

where A and B are the constants 

A = f Q2 dx' = 41T r 1 Q(k') 12 dk' , 
o 

The solution of (4.6) is 

a(O) 
a = (1 + Ellt)l/d , 

ad-l(O) B 
11= (2m -1) Ad, 

(4.6) 

(4.7) 

(4.8) 

together with the limiting case of exponential decay 
when d = O. The manner of decay is only determined by 
the power d in the damping law, and not by the various 
parameters in the undamped equation, or by the initial 
condition. These enter only in the constants. 

The constant B/ A can be calculated by taking the 
Fourier transform of (4.3). It follows that 

B r(d+3)~(d+2) 
:4= r(3)~(2)1Td (4.9) 

where ~ is the Riemann zeta function. The result (4.8), 
with the constant (4.9) and m = 2 contains the four cases 
treated before. 11 

The calculation proceeds in the same way for other 
nonlinear equations with damping (or growth) terms. 
Examples are the generalized KdV equation (2.12), 
for s * 4, and the nonlinear Schrodinger equation. 

CONCLUSIONS 

Some implications of the scaling (1. 2) have been 
treated. Scaling both explains the form of the various 
auxiliary functions in the AKNS scheme, and yields the 
various equations solvable by the inverse scattering 
method using the Schrodinger equation. Possibilities 
for their terms can be found by a simple inspection. 
Solvability of an equation in the AKNS scheme is re
stricted by the scaling properties. In a separate applica
tion of the scaling properties we have shown that the 
time dependence of the decay of a single soliton in the 
KdV equation follows from scaling only. 
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The fluid-dynamical form of the SchrOdinger equations is studied to examine the nature of the quantum 
forces arising from the quantum potential of Madelung and Bohm. It is found that they are in the form of 
a stress tensor having diagonal and nondiagonal components. Future studies of these quantum stress 
tensors in a many-body system may shed some light on the mechanism of spontaneous symmetry breaking 
and the generation of vorticity in many nuclear systems. 

I. INTRODUCTION 

It is well known that the time-dependent Schrodinger 
equation can be written as an equation of continuity and 
another equation analogous to the Euler equation in fluid 
dynamics, as was first pointed out by Madelungl in 1926. 
Recently, there is considerable interest in studying the 
dynamics of nonrelativistic single-particle2 and many
body3.4 systems by making use of such an analogy. It can 
be shown3 •

4 that starting with the time-dependent 
Hartree-Fock formulation of the many-body problem, 
one can again obtain conservation laws of the classical 
type for the macroscopic density field nCr, f) and the 
velocity field u(r, f), the difference being the presence 
of force terms of quantum origin. In this note, we wish 
to examine these forces arising from the quantum poten
tial of Madeluni and Bohm5 and show that they are in 
the form of a stress tensor having diagonal and non
diagonal components. Such an understanding will provide 
some help in formulating a macroscopic theory of a 
many-body quantum system. 

II. TIME-DEPENDENT SCHRODINGER EQUATION 
IN FLUID DYNAMICAL FORM 

The results of Madelung can be breifly stated. The 
time-dependent Schrodinger equation 

in~ zp(r, t) '= - 2nz v2 zp(r, t) + VCr, t)zp(r, t) 
of m 

is equivalent to the following set of equations: 

(1) 

zp(r, t) = ¢(r, t) exp[imS(r, t)/n- m(t)}' (2) 

~ ep2 + V. (ep 2VS) == 0, (3) 
at 

and 

~ VS + (VS • v) vs = _..!.. (v - (nz /2m) V2¢ + VV) , (4) 
at m ep 

where without loss of generality, the functions ep, S, and 
n can all be taken to be real functions. Here and hence
forth, for conciseness of notation, the independent vari
ables r = (Xl' X 2, x3) and t are suppressed unless indicated 
otherwise. The factor - (nZ/2m)V2¢/¢ which appears 
on the righthand side of Eq. (4) is known as the Bohm 
potential in the theory of hidden variables. 6 

Starting with Eq. (4) and with the help of Eq. (3), we 
get 
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~t (ep2V j S) + B Vj (ep 2v t SVj S) 
J 

(5) 

where Vi is the gradient operator in the Xi direction. It 
can be shown easily that 

¢2Vi (v;ep) = Vi(tV2ep2) _ 2LjVj (V iepV j ep). (6) 

In consequence, Eq. (5) becomes 

a 2 ) ",' (2 (q » 2 mat(ep ViS +LJVj m¢ ViSVjS+Pij ==-¢ ViV, 
J 

(7) 

where p!~)==- (nZ/4m)V 2ep 26ij + (nZ/m)Vi¢Vj ¢. (8) 

If we interpret ¢2 == n as the density field, VS as the 
velocity field, then one recognizes Eq. (3) as the equa
tion of continuity and Eq. (7) as analogous to the Euler 
equation in fluid dynamics. The superscript q in the 
stress tensor pW indicates that this is a stress tensor 
of quantum origin (being proportional to nZ), and we 
shall call it the quantum stress tensor. Each diagonal 
component of the quantum stress tensor consists of two 
terms, one proportional to the Laplacian of the single
particle density, and the other to the square of the gra
dient of the wavefunction. The nondiagonal components 
of the stress tensor are proportional to the product of 
their respective directional gradients of the wavefunction 
and are, in general, nonzero. 

It is of interest to examine the effects of the quantum 
stress on the density distribution. The diagonal elements 
pf~), p~~), and pj~) are the quantum pressure in different 
directions, and they need not be equal. In addition, it 
is generally nonuniform spatially, The nondiagonal com
ponents are shear stresses, and they tend to create vor
ticity if they are not balanced. A stationary state is ob
tained when the pressure and the shear stress are coun
terbalanced by the force ep 2VV arising from the poten
tial V. In this case, the cancellation of the shear stress 
is due mainly to the nonuniformity in ¢2 which produces 
large force density gradients, 

III. APPLICATION OF THE FLUID-DYNAMICAL 
FORM OF THE SCHRODINGER EQUATION 

We shall discuss below the application of the fluid
dynamical form of the Schrodinger equation in a many
body fermion system in the Hartree-Fock approxima-

Copyright © 1976 American I nstitute of Physics 1008 



                                                                                                                                    

tion. The case of a more general treatment of the many
body problem will be discussed elsewhere. 

In the time-dependent Hartree-Fock approximation, 
a many-body fermion system consists of a collection of 
particles occupying single-particle states whose wave
functions l/J", (r, t) satisfy the equation7 

i1i :f l/J",(r, t) = - :: V2l/J",(r, t) + V", (r, t)l/J", (r, f), (9) 

where 

V",(r, t) = J £i3r{~l/JB(r2' t)l/Jt(r2, t)v(r, r 2) 

- ~ l/J/(r2' t)l/JB(r, t)v(r, r 2)l/J", (r2, t)/l/J", (r, t~ 
(10) 

In Eq. (10), v(r, r 2) is the two-body interaction and the 
summation is over the set of occupied states. Equation 
(9) is in the same form as Eq. (1) with the exception 
that because l/J", (r, t) is, in general, complex, Va of Eq. 
(9) has both real and imaginary parts. One can follow 
the same procedure outlined in Sec. I by writing the 
wavefunction in terms of the amplitude and phase 
factors: 

l/Ja(r, t) = ¢a(r, t) exp[imSa(r, t)/1i- ma(f)]. (11) 

After substituting Eq. (11) into (9) and separating the 
resultant equation into real and imaginary parts, one 
obtains equations analogous to Eqs. (3) and (4): 

o¢ 2 2 
_a +V.(.l.2VS )=-.l. 2 ImV (12) at 'Va a 1i'Va a 

~ VS + (VS . v)vS == _ -.!. (v ¢"'[ - (~/2m)V2¢a] 
of a a a m ¢! 

+VReVa ). (13) 

Combining Eqs. (12) and (13), one obtains the analog of 
Eq. (5) 

:t (¢~ VSa ) + v· (¢~ VSa VSa ) 

=_1...1.2 {v¢a[- W/2m)V
2
¢a]+VReV} 

m'Va ¢! '" 

(14) 

After summing Eqs. (12) and (14) over all the occupied 
single-particle states, we get 

(15) 

and 

(16) 

where T", = [- (~/2m) v 2¢", ]c;o",. Upon introducing the den
sity function 
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n(r, f) =~¢!(r, t), 

'" 
and the average velocity u 

u(r, t) =~¢!(r, t)VS", (r, t)/~¢!(r, f), 
a 

we get the equation of continuity 

an 
-+V·nu=O. at 

(17) 

(18) 

(19) 

We introduce the Dirac one-body density matrix tV (1 )(r, r 2) 

a 

Then Eq. (16) can be written as 

==-! (~¢! vi! +n /cPr2n(r2)Vr v(r, r2) 

- jcPr21A (1 )(r, r2) 1
2Vr v(r, r 2») . 

(20) 

(21) 

Equations (19) and (21) are the same as what we derived 
from time-dependent Hartree-Fock equations in density 
matrix form. 3 

We note that 

Equation (21) can therefore be written as 

a ~. a _ 1 f· a (,,(t) (q» 
"tnUI + LJ ,,-nujuj - -- L.J -,,-IJ-'Ij +Plj 
u j.luXj mj.luxJ 

where we introduce the thermal stress tensor pi}) in 
analogy with the kinetic theory of gases [as suggested 
by Eq. (22)] 

pg)=m~¢! (~;; -UI) (~;; -UJ), 
and also the total quantum stress tensor p11) 

Pl~)=-4fF 6IjV2n+~L(VI¢a)(Vj¢",)' 
m ma 

(24) 

(25) 

The analogy between Eq. (23) for the many-body system 
and the claSSical Euler equation is now clear. 

We note in passing that the quantum stress tensor can 
also be given in two other different forms: 

(26) 

and 

pW= - 21i2 ~c;oa vlvJc;oa + 21i2 I; (Vlc;oa)(V,c;oa)' 
ma ma 

(27) 
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IV. DISCUSSION 

From the fluid-dynamical form of the Schrooinger 
equation we obtain a simple description of a many-body 
quantum system in terms of the macroscopic density 
field n(r, t), the velocity field u(r, t) and the coupling 
between the macroscopic and the microscopic degrees 
of freedom. A complete macroscopic description can 
be made by examining pg), pi'), and the exchange term 
and finding plausible approximations for these quanti
ties. 3 Such a description has its application in studying 
the dynamics of two heavy nuclei in collision. 

On the other hand, the description in terms of both 
microscopic and macroscopic variables as is expressed 
in Eq. (23) can be of some help in other types of prob
lems. For example, as is well known, many nuclei in 
their ground state have nonspherical density distribu
tions (spontaneous symmetry breaking). In this static 
case, the left-hand side andpf~) in Eq. (23) are zero 
and the equilibrium density distribution is obtained by 
balancing the forces due to the quantum stress tensor 
pi}) and the internucleonic forces. One may wish to in
vestigate whether indeed for these nuclei the quantum 
pressure is so anisotropic and nonuniform as to distort 
the system to its nonspherical ground state. 8 The possi
bility of a strongly anisotropic and nonuniform quantum 
pressure also makes it interesting to study the density 
distributions of liquid 3He at low temperature in small 
assemblies. 
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The nondiagonal components of the quantum stress 
has its effect in those nonequilibrium phenomena in 
which the quantum shear stress cannot be completely 
counterbalanced by the force density nVV. In conse
quence, vorticity may be created. Such an effect has 
been studied in great detail by Kan and Griffin2 for a 
single-particle Schrodinger fluid. Future investigations 
on the formation of vorticity along the lines of Kan and 
Griffin for a many-body system will be of great interest. 
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The conceptual analogy between Fourier analysis and the exact solution to a class of nonlinear differential-difference 
equat~ons i~ discusse~ in detail. We find that the dispersion relation of the associated linearized equation is 
promment m develop~ng a systematic procedure for isolating and solving the equation. As examples, a 
numbe~ of ne~ equatlO~s are presented. The method of solution makes use of the techniques of inverse 
scattenng. Sohton solutions and conserved quantities are worked out. 

I. INTRODUCTION 

Many interesting physical phenomena, such as ladder 
type electric circuits,l vibration of particles, 2 collapse 
of Langmuir waves in plasma physics, 3 to cite a few, 
can be modeled by nonlinear differential-difference equa
tions. Unfortunately, due to the inherent difficulties of 
nonlinear problems, most methods of solution apply only 
in special circumstances. The usual techniques of in
vestigation are to make use of a small parameter in a 
perturbation analYSiS, or else to linearize the problem 
completely. In either case, certain important features 
of the full nonlinear problem are lost. For a class of 
physically interesting nonlinear problems this difference 
can be remedied by an exact method which makes use 
of the technique of inverse scattering first discovered 
by Gardner, Greene, Kruskal, and Miura4 •5 in their now 
classic work 011 the Korteweg-de Vries equation (KdV). 
They showed that a key step in developing the exact 
method of solution was the intimate relationship between 
the KdV equation and a linear scattering problem, the 
Schrodinger eigenvalue equation. 

The work of Zakharov and Shabat6 definitely showed 
that the method developed for KdV was indeed no fluke. 
Employing techniques due to Lax,7 they showed that the 
physically interesting nonlinear SchrOdinger evolution 
equation was associated with a new eigenvalue problem. 
They were then able to solve the evolution equation by 
inverse scattering .. Subsequently, Ablowitz, Kaup, 
Newell, and Segur8 discovered a scheme which both 
isolates and solves a class of nonlinear partial differ
ential equations. Included in this class are the nonlinear 
Schrodinger, KdV, modified KdV, and Sine-Gordon 
equations. In Ref. 8 the important role of the dispersion 
relation of the associated problem is discussed. 

It. is significant that these ideas apply to certain types 
of dIscrete evolution equations. Flaschka9 has shown 
that the Toda lattice equation2 is related to a discretized 
Schrodinger eigenvalue problem. By employing an in
verse scattering analysis similar to that of Case and 
K 10 d C 11 ac an ase, he was able to solve the equation. 
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Similar results were also found by Manakov. 12 Motivated 
by these results, Ablowitz and Ladik13 proposed a new 
discrete eigenvalue problem, an appropriate generali
zation of a discretized version of the eigenvalue problem 
of Zakharov and Shabat, as a basiS for generating sol
vable discrete equations. They found that the nonlinear 
self-dual network and Toda lattice equations were the 
important equations. These equations are second order 
in time systems. In this paper we will work with the 
same eigenvalue problem as in Ref. 13. However, we 
find that in addition to a class of second order in time 
systems there is also a class of solvable first order in 
time systems. Included in this category are discrete 
(differential-difference) versions of the nonlinear 
Schrooinger, KdV, modified KdV, and "sine-Gordon" 
equations. In addition, the inverse scattering analysis 
presented in Ref. 13 must be suitably modified to handle 
these first order in tjme systems effectively. We ex
plain how to accomplish thiS, present the soliton solu
tions, and discuss how one can use the scattering equa
tions to obtain an infinite number of conserved quantities. 

Beyond this, however, we wish to convince the reader 
that the procedure is, in essence, analogous to discrete 
Fourier analysis. Let us begin this task by writing down 
a general linear differential-difference equation, 

(1.1) 

where E is the shift operator EUn = Un+1 • Hence if we 
take w(E) = (E + E-1 

- 2), (1. 1) is equivalent to 

(1. 2) 

[(1. 2) is an equation which we shall discuss in detail 
later in this paper, as it is the linear portion of the 
discrete nonlinear Schrodinger equation. ] We will refer 
to w(E) as the dispersion relation. 

The exact solution of (1. 1) is obtained by discrete 
Fourier analysis. Defining the transform pair 
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U(n, t) = 2~i f b(z, t)Zn~l dz, (1. 3a) 

'" 
b(z, t) =j]U(n, t)z~n, (1. 3b) 

where the loop integral in (1. 3a) is around the unit cir
cle, the reader can verify that b(z, t) satisfies 

b(z, t) = b(z, 0) exp[- iw(z)t]. (1. 4) 

Hence we have a quadrature solution to the initial value 
problem [U(n, 0) is assumed to decay sufficiently rapidly 
as 1 n 1- 0() J. Conceptually, the steps in the solution pro
cess can be summarized as follows, At t = ° we are 
given U(n, 0). We then find the Fourier transform at the 
initial instant, b(z,O). For all later times Eq. (1.1) 
yields the simple relation (1. 4) for b(z, f), whereupon the 
exact solution U(n, t) is given by (1. 3a). Schematically 
we have 

U(n, 0) - b(z, 0) ~ b(z, t) - U(l1, t). 

In the nonlinear case the key step is to first make an 
association between the evolution equation and a linear
eigenvalue (scattering) problem. In this paper the evo
lution equations are all related to the following scatter
ing problem13

: 

(1. 5) 

The various equations are distinguished by the associat
ed time dependence, 

(1.6) 

Corresponding to each nonlinear evolution equation 
Unt =N(U) is a set of functions An, ..• , Dn (depending in 
general on Qn' R n, Sn, Tn) with 3z/3f = 0, such that (1. 5) 
and (1. 6) have as their integrability condition Unt = N(Un)· 
Typical, is the differential-difference nonlinear 
Schrodinger equation, 

iUn t = Un+1 + Un~l - 2Un ± U~Un(Un+l + Un_d, (1. 7) 

where U~ is the complex conjugate of Un' In the deri
vation of (1. 7) Rn= Un = 'f Q;i', 5n= Tn = 0. In general the 
potentials Qn' R n, Sn, Tn appear in the evolution equa
tion as dependent variables. We shall present a method 
of finding the An, •.• , Dn corresponding to each evolution 
equation. The crucial quantity which makes the isola
tion of each equation both natural and straight forward 
is the dispersion relation oj the associated linearized 
problem. For example, the linearized form of (1. 7) is 
(1. 2). In Sec. II we shall show how the linear dispersion 
relation w(z) =z + l/z - 2 is used to enable us to deduce 
(1. 7). 

The solution procedure is as follows. At t = ° we are 

1012 J. Math. Phys., Vol. 17, No.6, June 1976 

given the initial conditions for the evolution equation, 
in this case Un(O). The scattering problem is then solved 
for the" scattering data" at the initial instant: S(z, 0) 
(the discrete eigenvalues, the" reflection coeffiCient, " 
and bound state normalization constants). For later 
times even though the potentials evolve according to 
nonlinear differential-difference equations, the scatter
ing data satisfies very simple relations. In particular, 
the discrete eigenvalues are time independent and the 
time dependence of the other portion is proportional to 
exp[ - iW(Z2)t]. Thus we find the time dependence of the 
scattering data S(z, t) is related to the dispersion rela
tion of the linearized problem. Then, given S(z, t), one 
recovers the solution of the evolution equation by mapping 
back to physical space via the inverse scattering equa
tions. Schematically for Un(t) the process can be sum
marized as follows: 

The procedure is analogous to Fourier analysis, Here 
the scattering data plays the role of the Fourier trans
form (1. 3b) and the inverse scattering equations play 
the role of (1. 3a). 

In Sec. II we show how to isolate the various inter
esting equations. We go through the example problem 
(1. 7) in detail, and simply list the others. For alge
braic ease we will take Sn = 0, Tn = 0. This results in 
first order in time evolution equations. 

In Sec. III we discuss the inverse scattering problem 
and the Simplifications Sn = 0, Tn = ° yield. In Sec. IV 
soliton solutions and conserved quantities are found. 

II. EVOLUTION EQUATIONS 

The method of isolating solvable evolution equations 
requires us to first find equations for An' B n, Cm Dn in 
(1. 6). For simplicity in this presentation, we shall take 
Sn = 0, Tn = 0, and work out one speCific example in de
tail, namely (1. 7). When the procedures are understood, 
they can be carried out for the more general case, Sn' 
Tn*- 0. In addition, (1. 7) is in a class of first order in 
time systems which was not discussed in Ref. 13 where
as the more general case was considered for second 
order in time systems. 

The An, •.• ,Dn equations are obtained by setting 
(3/3t)(EVi ) = E(Vi nt ), i = 1, 2, where E is the shift oper
ator, and requiring the eigenvalue z to be time invari
ant, Ciz/Cil = O. We find 

zt."An + RnB n+l - QnCn = 0, 

l/zBn+l - zBn + Qn(An+l - Dn) = Qnt' 

zC n+1 - 1/ zen - Rn(An - Dn+1) = Rnt' 

l/zt.nDn + QnCn+l- RnBn= 0, 

(2.1a) 

(2.1b) 

(2.1c) 

(2. Id) 

where t."An=An+1-An, etc. We now wish to solve the 
system (2.1). In general the nonlinear evolution equa
tion is the integrability condition necessary for (2.1) 
to have a solution. However, corresponding to each evo
lution equation is a set of An, ••• ,Dn' The question, then, 
is how do we go about isolating a particular evolution 
equation. This is where the dispersion relation of the 
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associated linearized problem is useful.' In Sec. III we 
show that, in the case where Qn, Rn - 0 (and also Sn, Tn 
in the more general case) as I n I - "", then liIDn4 .. (A n 
- Dn) == - iw(z2). In the case of the nonlinear Schrooinger 
equation (1. 7), its linearized version (1. 2) has the dis
perSion relation W(Z2) ==Z2 + 1/z2 - 2. This suggests using 
the following finite expansions in z for An, ••• , Dn: 

The reader should note that the parity of the functions 
Am"', Dn are consistent with Eqs. (2.1). Substituting 
these expansions into (2. 1) and equating powers of z 
yields a system of twelve equations in eight unknowns 
(An (2), ••• , Dn (-2». We have found it easiest to solve for 
the coefficients of the highest and lowest powers of z 
first. 

The coefficient of Z3 in (2. 1a) yields A"An (-2) == 0, 
whereas the coefficient of Z-3 in (2. 1d) yields AnDn (-2) 

== O. The solutions are An (2) ==A_ (2) == const and Dn (-2) 
== D_ (-2) == const. Continuing to Z2, we find Bn (1) == Q"A- (2) 

from (2.1b), Cn(1)==R n+1A_(2) from (2.1c); for Z-2 we 
have B/-1)==Qn_1D_(-2) from (2.1b), and Cn(-1)==RnD_(-2) 

from (2. 1c). At z (2. 1a) yields 

A"An (0) == (QnR n_1- R nQn+1)A_ (2) == An(- R n_1Q"A_ (2» 

and (2. 1d) is identically satisfied. Similarly, the coeffi
cient of Z-l in (2. 1a) is identically satisfied while from 
(2. 1d) we have 

AnDn (0) == (RnQn_1 - Q,Rn+1)Dn (-2) == An (_ Qn_1 R nD_ (-2». 

Solving the above equations for An (0) and Dn (0), we find 

An (0) ==_ R n_1Q"A_ (2) +A_(O), 

(2.2) 

where A_ (0) and D_ (0) are constants. The two remaining 
equations (coefficients of ZO) are evolution equations. 
(2.1b), (2.1c) require Qn, Rn to satisfy, 

R nt = (1- RnQn) (Rn+1D_ (-2) _ Rn_1A _ (2» _ Rn(A_ (0) _ D_ (0», 

(2.3a) 

Qnt == (1- RnQn)(Qn+1A_ (2) - Qn_1D_ (-2» + Qn(A_ (0) _ D_ (0». 

(2.3b) 

Thus, we have solved (2. 1) using the expansions 
An, ••• , Dn as suggested by W(Z2). The twelve equations 
determine the eight unknowns An (2), ••• , Dn (-2), and leave 
four integrability conditions. Two are trivially satisfied, 
and the other two are the evolution equations (2.3); the 
solutions for An, •• 0, Dn are summarized below: 

An =A_ (2){Z2 _ R n_1 Qn) + A_ (0), 

B ==A (2)Q z + D (-2)Q ~ 
n - n - n-1 Z ' 

C ==A (2)R z + D (-2)R ~ 
n - n-1 - n Z ' 

(2.4) 

D ==D (O)+D (_2)( 1_Q R) 
n - _ ~ n-1 n • 
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The nonlinear Schrooinger equation is obtained by 
taking A_ (2) == D_ \-2)* == _ i, A_lO) = D_ (0)* = i, and requiring 
Rn == 'I' Qn *. Then the coupled system (2. 3a, b) are mu
tually consistent, and we have 

iQnt==Qn+1 +Qn-1- 2Qn±QnQn*(Qn+1 +Qn-l)' (2.5) 

We also point out that the dispersion relation W(Z2) sat
isfies the follOWing relationship with Am Dn: 

lim (An - Dn) == - i(Z2 + 1/ Z2 - 2) == - iw(Z2), 

subject to liml nl 4" Qn == O. 

A second interesting evolution equation can be im
mediately obtained from the previous results. It is re
lated to the modified Korteweg-de Vries (MKdV) equa
tion, and its dispersion relation is given by W(Z2) == i(Z2 
_1/z2). Taking A_(2) ==D_(-2) == 1, 

A_ (0) = D_ (0) == 0 and Rn ='1' Qn' (2.3) yields 

(2.6) 

The reader again can see that limn 4 .. (An - Dn) == - iW(Z)2 
is satisfied. The continuum limit of (2.6) is related to 
MKdV by setting Qn == AxQn and expanding Qn+l == Q ± AxQx 

+ (AX2 /2)Qxx ± (AX3 /6) Qxxx + ..•. We find, 

Qt == (1 ± Ax2(2) [2AxQx + (AX3 /6) Qxxx + ... J. (2.7) 

Q has an asymptotic solution of the form Q -f(Y, Y), 
where y==x+2Axt, Y==(Ax3 /3)t; f(Y, Y) satisfies 

fT =fyyy± 6fz.ty • (2.8) 

An even more closely related equation is obtained by 
expanding An in powers of z\ Z2, zoo Corresponding to 
the linear dispersion relation W(Z2) = Z4 /2 _ Z2 + 1/ Z2 
- 1/(2z4), we find, 

Qnt = (1 ± Q~)[Qn-l - Qn+l + tQn+2(1 ± Q~+l) - tQn_2(1 ± Q~-l) 

± tQn(Q~+l - Q~_l) J. (2.9) 

If we scale Qn== AxQn. then Q - Axf(x. Y), where Y 
== Art and (2.9) is directly reducable to MKdV. 

Another first order in time equation we have found is 
related to the sine-Gordon equation in characteristic 
coordinates, Uxt == sinU. Its dispersion relation is given 
by W(Z2) = 2ia/(z2 - 1/ Z2). The corresponding evolution 
equation is given by 

n-1 ~ ( (Q2) 
= 2Qnk~" LQk Qk+l 1 /Qg + Qk+1t + Qk-11] (2.10) 

It should be noted that the expansion procedure is car
ried out by first scaling An • ••• , Dn by An ==An/(Z2 
_1/z2), ••• ,Dn==Dn/{z2_l/z2). The continuum limit re
quires us to take a== Ax, Qn == AXQn. Then (2.10) yields 

(2.11) 

(This is basically what is found in the continuous case. B) 
Letting Q ==t Ux shows that (2.11) is reducible to U xt 

== sinU under the condition U(- 00) = 0 (mod 21T). 
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In addition to the above equations are both (i) second 
order in time equations and (ii) a class of equations re
lated to a discretized Schrodinger equation. In Ref. 13 
we have shown that by using the eigenvalue problem 
(1. 5), in conjunction with (1. 6), a set of equations for 
An> En, Cn, Dn [which reduce to (2.1) when S = T = 0] n n 
is obtained. Expanding An as A n=An(l)z +An(O) etc. yields 
the self-dual network, 

Int = (1 ±I~)(Vn_1 - Vn), 
(2.12) 

where Rn = l' Qn = In' Tn = l' Sn = Vn are the relations for 
the potentials in (1. 5). The dispersion relation of (2.12) 
is obtained by)ooking for special solutions In =z2n 
X exp(- iwt), Vn = z2n exp(- iwt) in the linearized form of 
(2.12)0 We find w=±i{z -l/z). This function naturally 
suggests the correct expansions for An, ••• , Dn used in 
Ref. 13. 

If we choose the potentials to satisfy Rn = 0, Tn = 1, 
Qn = - f3 n, Sn = 1 - an> then the eigenvalue problem (1. 5) 
is reducible to a discretized Schrooinger equation, 

(2.13) 

where A = z + 1/ z. The same expansion in powers of z 
that gives (2. 12) now yields the Toda lattice equation, 

(2.14) 

where Qn = Qnt' Sn = 1- exp[ -(Qn+1 - Qn)]. The reader can 
verify that the dispersion relation of the linearized 
form of (20 14) also is w=±i(z -l/z) as in the self-dual 
network. The difference is that the choice of potentials, 
hence the eigenvalue problem, is different. Similarly, 
if we expand in powers of z beginning at Z2 with the choice 
of potentials Rn=O, Qn=O, Tn=l, Sn=l-exp{-un) we 
find the evolution equation 

(2.15) 

(2. 15) has a linearized dispersion relation given by 
w=i{z2_1/z2). (2.15) has also been discussed by 
Manakov12 and Kac and van Moerbeke. 14 It can be verified 
that if we let u - !::.x2f{x, Y), where X =X + 2!::.xt, Y =i!::.x3t, 
then in the continuum limit (2. 15) is the KdV equation 

fT = fxxx - 6ffx· (2.16) 

Thus (2.15) is analogous to (2.6), and it is intimately 
related to the discrete Schrooinger eigenvalue problem 
(2.13). In a similar sense there is an equation, analo
gous to (2.9), corresponding to the higher order disper
sion relation w = z4/2 - Z2 + 1/z2 - 1/{2z4) which reduces 
directly to KdV. Expansion of An, etc., to powers of 
z\ etco, and choosing the arbitrary constants appro
priately yields 

1014 

U nt =3[exp(un+l) - exp(-un_i)] +t exp(-un_i) 

x [exp(-un_l) + exp(- un+2)] +t exp(- un) 

X [exp(- Un_i) - exp{- Un+l)] - t exp{- Un+l) 

X [exp( - Un+l) + exp( - Un+2) ], 
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(2.17) 

which reduces to (2.16) if we take U - !::.x2f(x, Y), Y = !::.x3t 
in the continuum limit. 

Finally, we point out that the evolution equations 
(2.14), (2.15), and (2.17) can be deduced directly from 
the discrete Schrodinger equation (2.13). They are found 
by using (2. 13) in conjunction with an assumed time de
pendence of the form Vnt =An Vn+l + En Vn and expanding 
in powers of A. In Ref. 13 this procedure is discussed 
and (2.14) is deduced. If we take f3 n = 0 in (2.13), this 
procedure yields (2.15) when we terminate at A (i. e. 
A n=An(l)A+An(O), etc.), and (2.17) when we termina~e 
at A3. In any event the method of solution for these equa
tions differ from (2.5), (2.6), (2.9), and (2.12) as the 
inverse scattering is different for the different eigen
value problems. 

III. METHOD OF SOLUTION 

In this section we shall discuss the inverse scattering 
of the eigenvalue problem (1. 5) in the case where Q 

R n, Sn, Tn - 0 as 1 n 1- 00. Hence, this method is not n~p_ 
plicable to the evolution equations (2.14), (2.15), and 
(2. 17) for which the discrete Schrooinger equation ap
plies. However, the methods of Case and Kac10 and 
Casell are applicable in these cases. We also wish to 
note that the inverse scattering of (1. 5) was considered 
by Ablowitz and Ladik. 13 However, the special case 
when Sn = Tn = 0 [corresponding to Eqs. (2.5), (2.6), 
(209) and (2. 10)] allows certain important modifications 
which were not previously presented. It is via the the
ory of inverse scattering that the solutions to the non
linear evolution equations can be found. The basic steps 
for carrying out the solution process have been dis
cussed in Sec. I. Here we will elaborate on these steps 
as they apply to the eigenvalue problem (1. 5) and time 
dependence (1. 6). 

For convenience it will be assumed that the potentials 
are on compact support; that is, Qn> R n, Sn> Tn vanish 
for 1 n 1 ? ~o. Let us define the time independent eigen
functions ¢n> ¢n' IPn> </In of (1. 5) as 

n-- oo ' n, _(l)zn ::h _( O)z-n 
. 'l-'n 0 ,'I-'n _ 1 ' 

(3.1) 

n-+ oo : </In-(nz-n, 1!n-(~)zn. 
The scattering coefficients a, Ii, b, 0 associated with 
the eigenvalue problem are defined by the relations 

¢n = a(z, t)IPn + b(z, t) </In' 
(3.2) 

¢n=- a(z, t)</Jn +b(z, t)lj;n' 

It is assumed that a(z) (we will not write the t dependence 
explicitly in what follows) and a(z) have a finite number 
of simple zeros inside and outside the unit circle, re
spectively. The zeros of a, denoted by Zk' and the zeros 
of a, denoted by Zk, turn out to be the discrete eigen
values of (1. 5). The remaining elements of the scatter
ing data are as follows: the "reflection coefficients" 
are given by the ratios b / a and o;a, and the bound state 
normalization constants are 

(3.3) 
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In the important special cases of Rn =:r Q ~, Sn =:r T~ 
the barred and unbarred quantites are related by 

Zk = l/zt, b =± b*, 

a = a*, Ck = ± (1/zt 2)Ct. 
(3.4) 

The first step in obtaining the solution is to obtain the 
scattering data at f=O. We are given Qn, Rn, Sm Tn at 
f = 0; hence we must solve the eigenvalue problem at 
f = 0 for IJ!m lPn' 1>n' 1)n' With the potentials on compact 
support this is accomplished most readily by putting 
(1. 5) into the two explicit forms 

V1 =[(z+RnSn)V1 + (Qn+ Sn/z )V2 ]j(l- SnT n), 
n+1 " n (3.5) 

V2 1=[(zTn+Rn)V1 +(TnQn+ 1/ z )V2 ]j(l- SnTn), 
n+ n n 

and 

V1 =[(1/z+TnQn)V1 1-(Sn/Z +Q,,)V2 1]!(1-RnQn), 
n n+ n+ 

(3.6) 

V2 =[-(zTn+Rn)V1 1+(z+RnSn)V2 l]/(l-RnQn), 
n n+ n+ 

and iterating from n = - No and n = No, respectively. 
Once this has been done, Eqs. (3.2) can be used to de
termine Zk' borao [i. e., b(z, O)ra(z, 0)], and Ck,o in 
terms of the initial data Qn(O), Tn(O). 

At this point it is important to note that there is a 
degree of degeneracy in determining the scattering data 
corresponding to the special case of Sn = Tn = O. Assum
ing Rn and Qn are on compact support, an induction ar
gument based on iterating (3.5) and (3.6) shows that 
a(z), li(z) are polynomials in z of even degree. Similarly 
it is found that b(z), b(z) are polynomials of odd degree; 
hence a is an even function and b is an odd function. The 
parity of a and b implies that eigenvalues of (1. 5), if 
they exist, occur in positive-negative pairs and 

At this stage the initial conditions have been mapped 
into the scattering data at f = O. Next the time evolution 
of the scattering data must be found. The remarkable fea
ture of this method, similar to that of Fourier analysis, 
is the separation of the spatial variable from the time 
variable. This allows the computation of the time evolu
tion of the scattering data from (1. 6) using the asymp
totic forms of An' Dn. Since 1>, 1), IJ!, lP have time inde
pendent boundary conditions (3.1), they do not satisfy 
(1. 6)~ We therefore define eigenfunctions 1>(0, <P(t), 
1J!(t), 1J!(t), which satisfy both (1. 5) and (1. 6). From (2.1) 
as I n I - "", Bn Cn - 0, and An, Dn - constants. Then, in 
order to satisfy both (1. 5) and (1. 6), we define these 
new eigenfunctions by 

1>n (t) = 1>n exp [(~i~An)tJ, 
<Pn(t)=<pnexp (!~~Dn)fJ. 

IJ!n (t) = IJ!n exp (~i~Dn)fJ' 

/Pn (t ) = lPn exp (lni~A0 f] . 
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(3.7) 

Since these functions are linearly independent, we may 
write 

1>n (t ) = ao/Pn (t ) + bolJ!n (t ), 
(3.8) 

Susbstitution of (3.7) into (3.8) and comparison with 
(3.2) yields 

a= a o exp[(D. - DJt], i=:i~ exp[(A. - D.)f] (3.9) 

and by analytic continuation 

(3.10) 

where in the above A. '" limn~ ..An, etc. [For example, 
(2.4) gives (A. - D.) = - i(Z2 + 1/ Z2 - 2). ] 

At this point in the solution process, all the neces
sary data needed to reconstruct the potentials have been 
found. As in the case of Fourier analysis, we need to go 
from "scattering space" to physical space, i. e., we wish 
to reconstruct U(x, f). The theory of inverse scattering 
tells us how this is accomplished. In Ref. 13 the details 
are worked out. Here we will present the results and 
add some simplifications when Sn = Tn = O. 

From Ref. 13, when Sn =:r T~, Rn =:r Q~ the inversion 
is begun by computing 

1 fb m.n-1 N - - m.n-1 F(m+n;t)=-2' =(z,f)z dz-L.Ck(f)Zk • 
1ft a k=1 

(3.11) 

The integral and summation terms correspond to the 
contributions of the continuous and discrete spectra, 
respectively, of the eigenvalue problem (1. 5). F(m +n; f) 
bears a strong resemblance to Eq. (1. 3a) of the linear 
theory, the difference being the discrete term (which 
gives rise to the important soliton solutions). Next we 
solve the coupled summation equation 

'" 
K 1(n, m; f) - F(m +n; f) - L, Kt(n, n'; f)F(m +n'; f) = 0, 

n' =n+1 

«> (3.12) 
K 2(n, m; f) ± 6 Kt*(n, n': f)F(m + n; t) = O. 

n=n+l 

The solutions allow us to reconstruct the potentials by 

Qn(t) = - K1 (n, n + 1; f), (3. 13a) 

1 
T n(t) =: ± ...-[ l-±-Q-n("-'t )-Q-:("""t)""""] 

x [K{(n, n + 2; t) - K{(n, n + 1; t)KHn, n + 1; t)]. 

(3. 13b) 

In the case when Sn = Tn =: 0 there are significant sim
plifications. As discussed earlier, it can be shown that 
(borao)(z) is an odd function of z, (A.-D.) is even in z, 
the eigenvalues occur in positive-negative pairs, and 
for each such pair there is one Ck,o of the same sign. 
These symmetry properties mean that (3.11) may be 
written in the form (p ~ 1) 
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{
2FR (n + m; t) m = n + 2p - 1} 

F(n+m; t)= 0 
m=n+2p , 

(3.14) 

where 

b N /2 
= (Z t)Zn+m-1 dz - 6 C (t)zm+n-1 
a ' k, 

k=l 

(3.15) 

and PeR denotes the integral along the right portion of 
the unit circle only. This means that Eq. (3.12) also 
separates. We find (p? 1) 

. _{K1R (n, m; t) m =n + 2p - 1} 
K1 (n, m, t) - 0 m = n + 2p (3. 16a) 

and 

{
K 2R (n,m;t) m=n+2p } 

K 2(n,m;t)= 0 m=n+2p-1' (3. 16b) 

Thus, Eq. (3.13) is identically satisfied (as it must), 
and an alternative form for (3.12) and (3. 13a) is 

K1 (n, m; t) - 2FR (n + m; t) 
R 

± 46 ~K1R(n, nIt; t)F/f(n' +n", t)FR(n' + m; t) = 0, 
n' n" 

(3.17) 

(n'=n+2,n+4, ••• ,00;n"=n+1,n+3, ••• ,00), where 
Qn(t) is recovered from the relation 

(3.18) 

The continuum limit to the partial differential case is 
now direct. 

Finally we point out how A+ - D+ is related to the dis
persion relation. It is clear from (3. 17) and (3. 18) that 
for sufficiently large n - 00 

(3.19) 

Thus in these regions the solution approximately satis
fies the linearized equation. Thus by using (1. 3)-(1. 4) 
and (3.9)-(3.11), the time dependence in F R (2n + 1; t) 
must obey the condition 

(3.20) 

To summarize, we have found the following: 

(i) Given the initial data [Qn(O), etc. ] we solve the di
rect scattering problem (1. 5) for the initial scattering 
data, 

S(z, 0): {Zl' •.. , ZN' b(z, O)/a(z, 0), Ck,o}' 

(ii) We find from (1. 6) the scattering data for all time, 

S(z, t): {Zl' ••• , ZN' (bo,lao) exp(- iwt), Ck ,0 exp(- iwt)}. 

(iii) Given S(z, t), we solve a linear summation equa
tion [either (3.12) or (3.17)] and recover the potentials 
[via (3.13) or (3.18) depending on whether or not Tn 
= 'f S~ is zero] from this solution. The dispersion rela
tion is a crucial conceptual quantity in this theory. First 
of all, it suggests how to isolate and characterize a 
given evolution equation, and second it is the distinguish
ing function in the time dependence of the scattering 
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data S(z, t). For the above reasons we consider this pro
cedure a natural extension of discrete Fourier analysis 
to nonlinear differential-difference equations. We term 
the inverse process as "the inverse scattering trans
form." 

IV. SOLITONS AND CONSERVATION LAWS 

In this section we will present important special solu
tions of the evolution equations. These solutions are 
termed solitons, 15 because the nonlinear interactions 
are elastic. We shall see that the existence of soliton 
modes is due entirely to the discrete spectrum. In this 
section the discussion of these solutions will be restrict
ed to the evolution equations obtained by letting Rn = - Q~ 

Sn=-T:. 

The first case to be considered is the first order in 
time equations corresponding to Sn = Tn = O. As was men
tioned in Sec. III when Sn and Tn both vanish the eigen
values, if they exist, occur in positive-negative pairs. 
In this case a pair of eigenvalues gives rise to a single 
soliton. For this situation FR(n+m;t) in (3.15) is given 
by 

(4.1) 

The solution to (3.17) can be found by making use of the 
contraction 

K1(n) =6K1R (n, m)z*m, (m=n+ 1, n + 3, ... ,00). 
m 

(4.2) 
-

By following the technique of Ref. 13, K1 (n) is given by 

- 2C1Z1"-1(ZlZ{)n+1 
K1 (n) [1 + 4(;1 (;{(Zl Z{)2n+2 /[1- (ZlZ{)2j2][ 1- (Zl Z*)2]' 

(4.3) 

and K1R (n, m) is found to be 

_ _ 2C
1
Z

1 
m+n-1 

K1R (n, m) -1 + 4C1 cr (Zl Z{)2n+2/(1_ (ZlZ{)2)2' 
(4.4) 

m=n+2p-1. 

From (3. 18) the general soliton solution for 21 

= exp(- w + ie) (w> 0), C\ = Ck ,0 exp[ - iW(Z1 2)t] in terms 
of the dispersion relation is given by 

Qn = (g~.o) 1/2 exp(- (i/2}{w(Z1 2) + [W(Z12) ]*}t + 2in8) 
1,0 

X sinh,2w sech(2nw - (i/2){[w(zr)]* - W(Z1 2)}t + ¢o), (4.5) 

where ¢0=-ln(IC1 ,ol/sinh2w). For the case of the non
linear Schrodinger equation (2.5) (Qn = - R:) using the 
dispersion relation W(Z2) = Z2-+ 1/ Z2 - 2 in (4.5) yields 

Qn = exp[i(2n8 - 2cosh2w cos28t + 2t + 80)] 

x sinh2w sech(2nw + 2 sin28 sinh2wt + ¢o) (4.6) 

where 80 is defined by C1•0 = IC1,ol exp(i8 0)· 

The second case is the second order in time systems 
corresponding to keeping all four potentials. Unlike the 
preceeding first order equations where a pair of eigen
value gives rise to one soliton, here one eigenvalue 
gives rise to one soliton. For this solution mode 
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F(n + tn; t) is given by 

F(ll + tn; t) = - C\Z1 m+n-1 • (4.7) 

For this case, in order to determine the solutions, the 
solution to (3.12) must be found. By quoting the results 
of Ref. 13, K1 (n, tn; t) and K 2(n, tn; t) are given by 

(4.8) 

and 

[ 1 + <\ C{(Z1Z{)2n+1 /(1- Z1Z{) ](1 - Z1Z{) . 

Eq. (4.13) takes the form 

gn+1 (gn+2 - 1) - Z2~+1 (gn+1 - 1) = z 2Rn+1 Qn' 
n 

(4.15) 

An asymptotic expansion for gn in powers of Z2 is ob
tained by substituting the expression 

(4.16) 

into (4.15) and solving for the coefficients in a recur
sive manner. Thus gn is given by 

(4.17) 

(4.9) Taking the logarithm of (4,14), we obtain 

Using the appropriate values of K1 (n, tn; t) and K 2(n, tn; t) 
in (3.13), the general soliton solution for Z1 = exp(- w 
+ ie) (w> 0), C1 = C1 ,o exp[ - iw(Zf)t] is given in terms of 
the dispersion relation by 

(
- )1/2 

Qn= ~~.o exp(- (i/2){w(ZV +[W(Z~)]*}t+i2ne) 
1,0 

x sinhw sech(2nw - (i/2){[w(Zf)]* - W(Z~)}t + ¢o), 

(4.10) 

(
C* )1/2 

Tn =- 1 ~ exp(- (i/2j{w(zf) - [w(Z~) ]*}t - i(2n + 1)8) 
1,0 

x sinhw sech(2nw - (i/2)([w(Zf)]* - w(Zfj)t + ¢o + w), 

where ¢o = - In( I C1 ,o I /(2 sinhw». In the case of the self
dual network, 13 the dispersion relation is given by 
W(Z2) =±i(z -l/z), and the results of (4.10) can be sim
plified to yield 

Qn = sgn( C1 ,0) sinhw sech(2nw ± 2 sinhwt + ¢ 0), 
(4.11) 

Tn = ~ sgn(C1 ,o) sinhw sech(2nw ± 2 sinhwt + ¢o + w). 

Connected with the class of solvable evolution equa
tions derived in Sec. II is an infinite sequence of conser
vation laws. Following Zahharov and Shabat, 6 these 
laws can be constructed systematically from the scatter
ing problem by considering asymptotic expansions of 
a(z). The details of the derivation of the conserved quan
tities will be enumerated for the case of Sn = Tn = 0. The 
same procedure can be followed when Sn * 0, Tn * 0; 
hence we will only list the first few conservation laws. 

The asymptotic form of a(z) as n - 00 can be obtained 
by solving equation (3.2) for a(z) and applying the bound
ary conditions (3. 1); thus 

a(z) -- ¢2 zn. 
n 

(4.12) 

From the eigenvalue problem (1. 5) we eliminate ¢1 
n 

and obtain a difference equation for the expression 
¢2nZn, which is given by 

(4.13) 

By defining 

- ~ 

- ¢2n
Zn = n gk, 

k=_oo 
(4.14) 
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~ 

log[a(z)] = 610g(1 + z 2Rn_1 Qn-2 

+ z4Rn_1 Qn_3(1- Rn_2Qn_z) + ... ), 

which can be expressed as 
~ 

log[a(z)] = L {z 2R n_1 Qn-2 

(4.18) 

+ z4[Rn_1 Qn_3(1- Rn_2Qn_2) - tR~_1 Q~-2] + ... }; 

(4.19) 

since a(z) is time independent, each of the coefficients 
C I in the asymptotic expansion 

~ 

log[a(z)] = 6 CI Z 21 

1=0 
(4.20) 

is constant. The {C I}, i = 1,2, "', are our infinite num
ber of conserved quantities, The first two are found to 
be 

~ 

C1 = 6 RkQk_1, (4. 21a) 
k=_oo 

~ 

Cz = ~ [RkQk_2(1- Rk_1 Qk_1) - t R:QL]. (4. 21b) 
k=_oo 

In the general case when Sn * 0, Tn * 0, a similar pro
cedure applies. However, here it is the quantity 
a(z)n':-~(l- SkTk) that is constant, We list the first two: 

'" 
C1 = L (Sk_1 Rk + TkQk), (4,22a) 

k=_oo 

'" 
C2 = ~ [Sk_1 Tk + RkQk_1 (1 - Sk_1 Tk_1) 

k=_oo 

(4. 22b) 

In addition to these there is an additional conserved 
quantity to the above. This is 

which is found from the Wronskian (see Ref. 13), This 
quantity is always positive when Qk = - Rt, Tk = - S(. 
This is a nice feature to maintain in any (numerical) 
difference scheme. 16 
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Let A be a closed linear transformation from a complex Hilbert space ot> into itself, with D(A), the 
domain of the operator, dense in ot>. Suppose that A satisfies <Acp,Acp>~ a 2<cp,cp> for all cp' D(A), 
where a is a positive constant. Then for the case where the equation Acp = f, with f. ot> given, possesses a 
solution cp • D(A), bivariational functionals are presented which yield upper and lower bounds for both 
the real and imaginary parts of <g,cp> for any given g' ot>. The case A = (1 + zK) with z a complex 
parameter is then considered. With appropriate choices for the trial functions involved, the functionals 
yield the [N+J-I/N-J] Pade approximants (J=O, 1,···,N; N= 1,2, ... ,) to F(z) = <g,cp> 
together with correction terms such that bounds on F(z) ensue. Finally, an arbitrary analytic function 
G(z), regular within a closed contour C and continuous within and on C, is considered. The above theory 
leads to bounds on G( z) in the form of [N + J - 1/ N - J] Pade approximants together with correction 
terms. The results are then generalized for arbitrary [L/ M] Pade approximants to G(z) with the aid of the 
Hermite error formula. 

I INTRODUCTION 

One of the major problems in approximation theory 
in general, and in Pade approximation theory in partic
ular, is the assessment of the accuracy of the ap
proximation. Generally speaking, for a well-constructed 
approximation, additional information is required beyond 
that used to construct the approximant. For example, 
if it is known that an analytic function belongs to a par
ticular class, such as series of Stieltjes, then inclusion 
regions can be constructed directly from the Pade ap
proximants for the value of the function. If in addition 
the radius of convergence of the series is known, the 
inclusion regions can be tightened. In this paper we 
consider approximations to the solutions of functional 
equations and approximations to analytic functions. We 
will show how certain additional quantitative information, 
which may well be available in some practical situa
tions, can be used to construct inclusion regions from 
our approximants. Since the true value lies in the in
tersection of all such inclusion regions, and since our 
inclusion regions do not seem to possess a nesting 
property, it turns out to be useful to compute all of the 
inclusion regions. We will first treat the functional 
equation and later as an application, as well as by an 
independent method, treat analytic functions. 

Let ot> be a complex Hilbert space with inner product 
( , ). Let A be a closed linear transformation from ot> 
into itself, with domain D(A) dense in ot>, and suppose 
that it is possible to find a positive constant a such that 

(A<I>, A<I» '" a2 (<I> , <I» for all <I> E D(A). (1. 1) 

Let fE ot> be given such that the problem 

A¢=f (1. 2) 

possesses a solution ¢ E D(A). Then we begin in Sec. 
II by showing how bivariational upper and lower bounds 
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can be imposed on both the real and imaginary parts 
of the quantity 

(g, ¢) for any given gEot>. (1. 3) 

In previous workl
-

3 similar bivariational bounds have 
been established for the case where the Hilbert space 
is real. These bounds have lent themselves to a variety 
of applications including the determination of pointwise 
bounds for the solutions of two-point boundary-value 
problems4 and one-electron Schrodinger equations. 5 

Of special interest, for the situation where the operator 
A in (1. 2) is positive and self-adjoint, it has been 
shown6 how bivariational functionals lead to Pade ap
proximants plus correction terms such that bounds are 
obtained for functions of the form 

F-( )=i~ d<P(u) >0 
x 1 + ' x , a ux 

(1. 4) 

where c/J(u) is of bounded variation on 0"" u < 00 and F(x) 
is a generalization of a series of Stieltj es. 

In Sec. III we consider the application of the bivaria
tional bounds, developed in Sec. II, to the case A = (1 
+ zK), where z is a complex variable and the domain 
of the linear operator K is the whole of ot>. With ap
propriate choices for the trial functions involved, the 
bivariational functionals are shown to yield the [N + J 
-l/N-J] Padeapproximants (J=O,l, . ,N;N=1,2, 

. ) to 

F(z)=(g,(l+zK)-Y) (1.5) 

together with correction terms such that bounds on the 
real and imaginary parts of F(z) ensue. These cor
rection terms involve similar information to that re
quired for the construction of the Pade approximants, 
and they can often be evaluated explicitly. An under
standing of the structure and formation of such cor-
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rection terms is important because Padfl approximants 
are now often used to approximate physical functions of 
the form (1. 5) (see, for example, the applications given 
in Refs. 7 and 8 and also Refs. 9 and 10). With the aid 
of correction terms each Padfl approximant leads to 
rigorous information about F(z). Bounds associated 
with one approximant can supply useful information about 
F(z) where another approximant with different pole loca
tions leads to wide bounds, and vice versa. By forming 
a variety of different Padfl approximants plus correction 
terms one should be able to obtain good bounds on F(z) 
throughout various regions in the complex plane. 

Finally, in Sec. N we consider an arbitrary analytic 
function G(z) which is regular within a closed contour 
C, and continuous within and on C. The above theory 
leads to bounds on G(z) in the form of [N + J - 1/ N - J] 
Padfl approximants together with correction terms. The 
results are then generalized for arbitrary [L/ M] Padfl 
approximants with the aid of the Hermite error formula. 
Given an appropriate set of information about G(z), 
a "Pad~ Table" of upper and lower bounds on G(z) can be 
constructed straightforwardly. Seen as a whole, this 
table supplies useful information about G(z) for all z 

lying within C. 

II. BIVARIATIONAL BOUNDS IN A COMPLEX 
HI LBERT SPACE 

We will suppose in all that follows that A is a closed 
linear transformation from a complex Hilbert space t) 
into itself, with D(A) dense in,i). We will suppose that 
A has the property (1.0, and that fE,i) has been given 
such that (1. 2) possesses a solution cP E D(A). We note 
that (1.1) ensures that cp is unique. 

Since D(A) is dense in,i), A uniquely defines its ad
joint A*, 11 and we have 

(LA1])=(A*~,1]) for all1]ED(A), ~ED(A*). (2.1) 

A* is also a closed linear transformation from,i) into 
itself, and D(A*) is dense in t). Since A is closed we 
have12 

(A*)* =A. (2.2) 

Now let gE,i) be given. Then in order to derive 
bivariational bounds for (g, cp) we must introduce the 
auxiliary equation 

A*</i=g, (2.3) 

for which we have the following lemma: 

Lemma: The equation A*</i=g has at least one solution 
</i for any gE,i). 

Proof. A* A is a positive self-adjoint operator inll.p, 
and from (1.1) it follows that it is bounded below away 
from zero over its domain. Its inverse is thus a self
adjoint, bounded and therefore closed operator. As 
such its domain is necessarily the whole of.p. Hence, 
the range of A* A is the whole of ,i). Hence, the range of 
A* is the whole of,i), which proves the lemma. 

In all that follows we shall use </i to denote a solution 
of (2.3). In order to handle bounds on the real and 
imaginary parts of complex quantities succintly, we 
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introduce the notation 

Zl ~ Z2' or equivalently - Zl ~ - Z2' 

whenever Zl and Z2 are complex numbers such that 

Rez1:;" Rez2 and Imz1:;" Imz2. 

The following statements are immediate: 

if Zl ~ Z2' and c:;" 0, .... cZ1 ~ CZ 2: 

if Zl ':;" Z2' ... - Z2 ':;" - Zl: 

if Zl ':;" Z2' and Z3 ~ Z4' .... Zl + Z3 ':;" Z2 + Z4; 

for all complex z, (l+i)lzl ~z~-(l+i)lzl, 

(2.4) 

(2.5) 

(2.6a) 

(2.6b) 

(2.6c) 

(2.6d) 

where I z I = {z:Z}1 /2, with:Z the complex conjugate of z. 

We will write 111]11 = (1], 1])1/2 to denote the usual Hilbert 
space norm of any vector 1] E,i). The central result of 
this paper can now be given. 

Theorem. Bivariational upper and lower bounds on 
the real and imaginary parts of (g, cp) for any gE.p are 
supplied by the two functionals 

J JiJI ,<p) = - (w ,A<p) + (w,j) + (g,<P) 

±(1+i)a-11IA<p -fll'IIA*iJI-gll (2.7) 

according to 

(2.8) 

for all WE D(A*) and <P E D(A). The bounds are attained 
whenever either W = </i of (2.3) or <P = cp of (1. 2). 

Proof. It follows from the lemma that we can always 
write 

(2.9) 

with OW = (w - </i) E D(A *). Similarly, from the assump
tion that (1. 2) possesses a solution cp E D(A), we can 
write 

<P = cp + o<P , (2.10) 

with o<P E D(A). Hence 

J,,(w ,<p)= (g, cp) - (ow ,Ao<p) 

± (1 + i)a-111 Ao<p II • II A*ow II , 

which establishes the bivariational nature of the two 
functionals since there are no first-order terms. To 
establish the bounding properties of the functionals we 
observe that 

(1 + i)a-11IAo<p II '11 A*ow II ~ (1 + i) II O<P II· IIA*oW II 

[using (1.1)] 

I:;" (1 + i) I (A*ow ,o<P) I (using Schwarz's inequality) 

=(l+i)l(oW,Ao<p)1 [using (2.2)] 

':;" (ow ,Ao<p) [using (2. 6d)), (2.12) 

and similarly 

(oW,Ao<p) ~ -(1+i)a-11IAo<pII·IIA*owll· (2.13) 

On combining the observation (2. 11) with the inequali
ties (2.12) and (2.13), the relation (2.8) is obtained. 
The last statement of the theorem is immediate from 
(2. 11) with o<P = 0 or ow = O. This completes the proof 
of the theorem. 

M.F. Barnsley and G.A. Baker, Jr. 1020 



                                                                                                                                    

Let us write 

(2.14) 

where 

(2.15) 

and 

(2.16) 

Then .9 (-V ,4> ) = (g, ¢) - (o-v ,A04» is itself a stationary 
approximation to the quantity of interest (g, ¢). This 
functional occurs in bivariational bounds associated with 
real Hilbert space, 1,2 and also arises as the basis of 
approximate methods in theoretical physics and chemis
try (see, for example, Refs. 12 and 13). The purely 
second-order functional C (-V, 4» supplies corrections to 
.9 (-V ,4> ), such that bounds for (g, ¢) ensue. 

We cons ider briefly some methods for choosing "best" 
trial functions ~ E T1 and ~E T2 from families of trial 
functions T1 c:;; D(A*) and T2 c:;; D(A). Ideally one would 
choose two different pairs of trial functions to maxi
mize the real and imaginary parts of .9 _ (4) , -V), and one 
would similarly have to minimize the real and imaginary 
parts of .9.(4) ,-V). However, this optimization procedure 
is difficult even in the case of linearly variablEl trial A 

functions. An alternative method is to choose -V and 4> 
so as to minimize IIA *-v - JII, -V E T1 and IIA4> - JII, 4> 
E T2 , respectively, for then 1,9 .(>¥, c$) -.9 J-It, c$) 1 is as 
small as possible. We note that one can sensibly 
choose $ and ~ independently because of the last state
ment in the theorem. Another possibility is to choose 
$ and ~ so as to make .9 (-V ,4» stationary with respect 
to variations in -V E T1 and 4> E T2. In the case of linearly 
variable trial functions the latter procedure is attrac
tive because the algebra is straightforward. Further
more, by picking the underlying basis functions ap
propriately one can often arrange things so that .9 (-V ,4> ) 
is some a priori given approximation to (g, ¢), as we 
do in Sec. III. 

III. PADE APPROXIMANTS AND CORRECTION 
TERMS WHEN A = (1 + zK) 

Here we suppose 

A=(l+ zK), (3.1) 

where z is a complex parameter and K is a closed linear 
transformation from,t> into itself such that 

D(K)=,t>. (3.2) 

In order that bivariational bounds shall apply to the 
operator A in (3.1), we must have available a positive 
constant a such that 

«1 + zK)4> , (1 + zK)4» ~ a2(4) ,4» for all 4> E -p. (3.3) 

Such a constant, depending on z, can readily be derived 
in terms of a positive constant c such that 

(K4> ,K4» = (4) ,K*K4» -'S c2(4) ,4» for all 4> E-P. (3.4) 

The existence of a finite value for c is assured by the 
Hellinger-Toepiltz theoremll since the domain of the 
positive self-adjoint operator K*K is the whole of,t>. A 
suitable value for c2 is any upper bound to the 
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spectrum of K*K. If we now set Z= 1 zl exp(il1), we have 

«1 + zK)4> , (1 + zK)4» 

= (4) ,4» + 21 z I Re(exp(iI1)(4> ,K4») + I z 12(K4> ,K4» 

~ «4>,4»1/2 _lzl(K4>,K4»1/2)2, (3.5) 

where we have made use of the Schwarz-type inequality 

(3.6) 

It follows from (3.4) and (3.5) that we can choose 

a = (1 - I z Ie) whenever I z I -'S 1/ c. (3.7) 

Alternative expressions for a, with corresponding 
ranges of validity, can be derived in terms of upper and 
lower bounds for the self-adjoint operator (K*+ K). 2 

Given that there exists a positive constant a such 
that (3.3) is true, the condition that K is closed and de
fined throughout -P ensures that the equation 

(1 +zK)¢=J (3.8) 

possesses a unique solution ¢ E-P for any JE,t> (the 
proof of this is similar to that of the lemma in Sec. II). 
Hence, the theorem of Sec. II supplies bivariational 
bounds for the real and imaginary parts of the function 

F(zl= (g, ¢) = (g, (1 + ZK)-lJ) (3.9) 

for any J and g in,t>. For example, with the value for a 
in (3.7) we obtain 

.9 (-V, 4» - (1 + i)(1 - I z I c)-III (1 + zK)4> - J II 
xii (1 + zK*)-v -gil ~ F(z) 

~.9 (-V ,4» + (1 + i)(l - I z I c)-III (1 + zK)4> - f II 

x II (1 + zK*)-v - gil (3.10) 

for all complex z such that 1 z 1 < 1/ c, where now 

(3.11) 

and -V and 4> are arbitrary members of,t>. 

We now show how bounds of the structure (3.10) can 
be made to yield [N + J - 1/ N - J] Pade approximants to 
F(z)(J = 0,1, ••• , N; N= 1, 2, ... ) together with cor
rection terms. Consider the linearly variable trial 
functions 

1-1 N-1 
-V = :0 (- z) i (K *) i g + :0 ai (K *) i g (3.12) 

i=O i=1 

and 
1-1 N-1 

4> =:0 (- z)iKiJ+:0 biKiJ, (3.13) 
i=O i =J 

where ai' a,.I>' . ,aN_1 and b
" 

b
"

l> ••• ,bN_1 are com
plex numbers. Choosing the a/s and b/s so as to make 
.9 (-V, 4» stationary, it is found as in Ref. 6 that the re
sulting optimal trial vectors can be written 
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-o F.r+N_1 

(K*).r g (F2.r + zF2.r+1) (FU +1 + zFU +2) ••• (F J+N_1 + zF .r+N) 

(K*),,+lg (i 2,[+1 + zFU +2) (F2J +2 + zF2J +3 ) ••• (F.r+N + ZFJ +N+1) 

.r _1 

,J,=6 (_ZlJ(K*)Jg_(_Z)J (K*)N-lg (F + -F ) (F- -F ) J+N_l z J+N .r+N + z J+N>1 •• 0 (F- +-F ) 
j=O 2N-2 Z 2N_l 

(3.14) 

(pu + zF2J+1) (F2J +1 + zFU +2) ••• (F.r+N_l + zFJ+N) 

(F2.r+l + zF2+J2 ) (F2J+2 + zF2J+3 ) ••• (FJ+N + ZFJ +N+1) 

and similarly 
J-l 

.J,= 6 (-z)JKlf-(-z)J 
J =0 

x-------------------------------------

where 

Fn=(g,Knf>, n=O,I, ... ,2N-1. 

(3.15) 

(3.16) 

We note that the first column in the determinant oc
curring in the numerator of each of the expressions 
(3.14) and (3.15) consists of members of ~, whereas 
the remaining elements are simply complex numbers. 
The numbers Fn in (3.16) correspond to the coefficients 
in the formal power series expansion of F(z) about z = 0, 

F(z)= (g, (1 + zK)-Y> = t, Fn(- z)". (3.17) 
n=O 

The stationary approximation to F(z) corresponding 
to -Ii and'; is found to be 

1022 J. Math. Phys., Vol. 17, No.6, June 1976 

2J -1 

9(~,~)= 6 F/_z)J_(zj2J 
J =0 

o F J+N-l 

x ------------------------------------

(3.18) 

The latter is precisely Nuttall's compact formula 14 for 
the [N+J-l/N-J] Pade approximant to the function 
represented by the power series on the right-hand side 
of (3.17). 

We next evaluate the correction term 

c (-ii, <i) = (1 + i)a-1 11 (1 + zK).p - f II • II (1 + zK*),J, - gil 

(3.19) 

corresponding to the approximation (3.18). Using 
straightforward algebra similar to that used in Ref. 6, 
we derive 
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(1 + zK)ii> - f= - (Z)N 

and 

K J f F2J' •• F J+N-l 

KJ+lf F 2J +1 ••• FJ+N 

(K*)Jg F2J ···FJ+N_1 

(K*)I+lg P2J+l··· PJ+N 

-
(K*)Ng FJ +N ••• F 2N-1 

(3.20) 

(1 + zK*)~ _ g= - Ci)N (3.21) 

We note that the denominator of (3.20) is exactly the same as the denominator of the [N + J - 1/ N - J] Pad~ 
approximant to F(z) written in the form (3.18), whilst the denominator of (3.21) is its complex conjugate. The 
isolation of the z dependence in both of the above expressions is in line with the "accuracy-through-order" 
arguments used elsewhere. 15,16 

We now have 

11(1 + zK)i-fll =rN,JlzIN/IQN-J(z)l, 

where QN_J(Z) is the polynomial of degree N -J occurring in the denominator of (3.18), and where 

The latter is simply a positive constant which involves 
the numbers 

Fn=(g,K"f), n=2J,2J+1,. o. ,2N-1 (3.24) 

already used in the construction of the Pade approxi
mant, together with the numbers 

U"m=<!<'f,K"'j), l,m=J,J+1, .•• ,N. (3.35) 

Writing QN_J(Z) in the form 
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N-J 
QN_J(Z)=~ qn(-z)n, 

"..0 

one can show that (3.23) can be rewritten 
N N 

rN,J = (~ ~ U1 ,mQN_lqN_m)1/2. 
I.J m-J 

In a similar way we obtain 

II (1 + zK*)~ - g II = S N ,J I z IN/I QN-J (z) I , 

M.F. Barnsley and G.A. Baker, Jr. 
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(3.27) 

(3.28) 
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where 
N N 

SN,J = (L; L; IlI ,mQN_IQN_m)I/2 
I=J m=J 

is a positive constant which involves the numbers 

IlI;m=((I(*)1g, (K*)mg), l,m=J, J+ 1, • ··N 

in addition to the Fn's. 

(3.29) 

(3.30) 

Substituting (3.18), (3.22), and (3.28) into (3.10) with 
\{I=~ and ct>=~, we obtain 

[N +J -l/N-J) _ (1 +i)rN,JSN,J I Zl2N ~ F(z) 
I QN_J(z)1 2(1- 1 zl c) 

,d [N + J -1/ N -J) + (1 + i)rN,JSN,J I z 12N 
1 QN_J(z)l2(l-1 zlc) 

valid whenever I z I < 1/ c. 

(3.31) 

Expressions of the form (3.31) will be of practical 
use when bounds are sought for a physical function F(z), 
known to be expressible in the form (3.9): provided that 
an appropriate set of Fn's, al,m's, and IlI,m's can be 
obtained either from experimental measurements, or 
direct calculations, bounds on F(z) will follow. This 
will certainly be the case where K is a known matrix, 
or else an integral operator with compact kernel such 
as can arise in a Fredholm integral equation, and the 
vector s f and g are known (see, for example, Ref. 17). 
We observe the similarity in character between the 
numbers al m and III ,and the numbers F which are 
needed for the form~tion of Pade approximnants to F(z). 
We speculate that in many of the cases where the Pade 
method is already used as an approximation technique 
there is already enough information available for the 
construction of correction terms. 

IV. CORRECTION TERMS FOR PADE 
APPROXIMANTS TO ANALYTIC FUNCTIONS 

Let G(z) be any given analytic function which is 
regular within a smooth contour C, and continuous 
within and on C. Then Cauchy's theoreml8 tells us 

G(z)=_l_ £ GWd~ 
2rri Ie (~- z) 

(4.1) 

for all points z interior to the contour. We suppose that 
the origin z = 0 is interior to C, so that G(z) possesses 
the Taylor series expansion 

G(z)= ~ Gnzn, (4.2) 
n::::Q 

with 

G =J.. G(nl(O) =_1_ ,( G(~}ld~. 
n n! 2rri I ~n 

c 

(4.3) 

In this section we consider the construction of correction 
terms for [L/M) Pade approximants to G(z), and their 
usage. 

We begin by showing that by appropriately choosing 
a Hilbert space.fi, a linear operator K in.fi, and a pair 
of vectors f and gin ,fi, G(z) can be expressed in the 
form of F(z) in (3.9). By following the theory of Sec. 
III we then obtain bounds on G(z) in the form of [N + J 
-l/N -J) Pade approximants together with correction 
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ter ms. Guided by these results we then show how cor
rection terms for arbitrary [L/M) Pade approximants 
can be deduced directly from the Hermite error 
formula. 

First, let us rewrite (4.1) as 

G(z)= J: H(-I7)d7) , 
.7:. (l+z7)) 

c 
(4.4) 

where C is the image of C under the transformation 

~=-1/7), 

and where 

H(7))= -G~-l/7)). 
21T17) 

(4.5) 

(4.6) 

Now introduce the Hilbert space of complex-valued 
functions on the contour C according to h = h(7)) E.fi if 

ifi [h(7)W[d7) [ <00. 
G 

(4.7) 

The inner product between any pair of elements hI E.fi 
and h2 E .fi is defined by 

(hl> h2) = 9> hI (7)) h2(7)) [ d7) [ . 
(! 

Define a linear operator K in.\)by 

Kh(7)) = 7)h(7)) for all h E.p. 

(4.8) 

(4.9) 

Then K is a closed linear transformation from.fi into it
self with domain the whole of.p. The adjoint of K is K* 
which acts according to 

(4.10) 

We note that 

(Kh,Kh) = ¢..[h(7)W·[7)[2 '[d7)["; max{[7)[2:7) E C}(h,h) 
c 

(4.11) 

so that a suitable value for the constant c occurring in 
(3.4) is given by 

c 2 = max{[7)[2: 7)EC}=max{l/[ ~ [2: ~E c~ 
= l/min{[ ~ [2:~ E C}= 1/ ~, (4.12) 

where d is the shortest distance from the origin to the 
contour C. Hence the theory of Sec. III applies with .fi 
and K as defined here. In particular, the bounds (3. 31) 
apply with 

F(zl=(g,(l+ZK)-lf)=i ~~(7))ld7)1 (4.13) 
C z7) 

To obtain bounds on the given analytic function G(z) 
we now choose f and g in.fisuch that 

(4.14) 

where 8(7)) is the angle between the tangent to C at 7) 
and the x axis. Then we have 

F(z)=" H(7))expli8(7))]ld7)1 =f H(7))d7) =G(z). (4.15) 
J:: 1 + Z7) ~ 1 + Z7) 

c c 
The values for the constants Fn occurring in the 

formula (3.18) for the [N +J- l/N -J] Pade approxi
mant to G(z) are simply 

Fn=(-l)nG n, n=O,l, ... ,2N-1 (4.16) 
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as can be seen by comparison of (3.17) and (4.2). In 
addition to the F~'s we also need to know the numbers 
(JI and III (l,m=J,J+1, ... ,N) defined in (3.25) and 
({30). Th~~e quantities depend explicitly on the indivi
dual choices for j(Tj) and g(Tj) satisfying (4.14), and here 
we make the symmetrical choice 

(4.17) 

so that 

(JI,m=(Klj,Kmj>=!c"ij'TjmIH(Tj)I'ldTjI 

_(_1)1+m f IG(Olld~1 =11 
- 21T C ~1~ml~1 m,l, 

(4.18) 

for l, m = J, J + 1, ... ,N. Hence the constants (JI,m and 
I1 l ,m depend upon the absolute value of the given analytic 
function G(z) on the contour C. These constants can be 
thought of as certain moments of the function G(z), and 
as such they are not so very different from the mo
ments G

n 
(n = 0, 1, ... ,2N -1) required for the con

struction of the [N + J - 1/ N - J] Pade approximant to 
G(z). They differ from the Gn's in that their values de
pend strongly on the situation of the contour C, which is 
at our disposal in a given problem. We note that since 
al,m = I1m,l we have the correction constant 

N N 

r N,JSN,J = 6 6 ul,mQN_lqN_m' 
I =J m=J 

(4.19) 

For the case where C is a circle of radius R centered 
at the origin we have 

for each l and m; and in this case, 

c= 1/R, 

(4.20) 

(4.21) 

so that bounds will be obtained when I zl < R. If G(z) is 
real on the real axis within C, then we see that the [N 
+ J - 1/ N - J] Pade approximant together with· correc
tion terms for G(z) may be constructed provided that we 
know the number s G n(n = 0, 1, . . . ,2N - 1) together with 
the numbers 

!).(R) =-2
1 (+1r (coskB) I G(Re i8) IdB, k=0,1, ..• ,N-J. 
1T J. 

(4.22) 

Alternative requisite sets of given information, involv
ing, for example, moments of I G(ReiS)1 \ may be de
rived by making choices other than (4.17) for the func
tions j(Tj) and g(Tj) satisfying (4.14). 

We observe here, and prove_later on, that I G(~)I 
in (4.18) may be replaced byl G(~)I, any real valued 
junction oj ~ E C such that 

IGWI,,;ICWI forall~EC, (4.23) 

without altering the validity of the resulting correction 
terms. This result is the analog of the replacement 
theorem proved in Ref. 6. One might be given, for 
example, that IG(z)l,,; le'l on Izl =R for some R>O, 
in which case the numbers!) .(R) could be replaced by 
the modified Bessel functions I.(R) (k = 0, 1, ... , N 
- J), tables of which are readily available. 19 
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For the case G(z)=e', R=3, and N=2, we obtain for 
example the bounds 

~+tZ (1+i)lzI 4 [0.007987] d 11 
Ii 12-[ i ]1 i 122-..:e 
2-SZ+i2Z 1-31zl I Z - 3z+fl!Z I 

(4.24) 

valid for all z such that I zl < 3. At Z= (-1 + i), this 
gives the bounds 

[(0.2059) + (0. 3235)i]± (0.1015)(1 + i), 

compared with the correct value 

exp( - 1 + i) = (0. 19877) + (0. 30956)i. 

(4.25) 

(4.26) 

More generally, in the case of a given analytic func
tion G(z) it is possible to infer correction terms for 
arbitrary [L/M] Pad~ approximants directly from the 
Hermite error formula. 20 Let us write 

[L/ M] = PL (z)/ QM(Z) 

in the usual way. 20 Then we have 

QM(Z)G(Z) - PL (z) = 0(ZL+M+1), 

(4.27) 

(4.28) 

so that if RM(z) is any polynomial of degree at most M, 

RM(z)QM(Z)G(Z) - RM(z)PL (z) = Q(ZL+M+1). 

But then from Cauchy's theorem it follows that 

RM(z)QM(Z)G(Z) - RM(z)PL (z) 

= ZL+M+1 I RM(OQMWG(O d~ 
21Ti Y'c (~ - Z)~L+M+l 

(4.29) 

(4.30) 

for all z interior to C. [The term RM(OPL(O has been 
omitted from the numerator in the integral because it is 
a polynomial of degree less than (L + M + 1) and hence 
makes no contribution.] Hence we have 

IzIL+M+1 
I G(z) - [L/M] I ,,; 21TIR

M
(z)1 .1 QM(Z) I 

x Ifc R(i~~)ill~\~) d~ I· (4.31) 

Any upper bound BILIMJ(Z) to the quantity on the right
hand side of (4.31) can be interpreted as a correction 
term to [L/ M] according to 

[L/ M] - (1 + i)BIL I MJ(Z) d G(zH [L/ M] + (1 + i)B(LIM J(z). 

(4.32) 

There is clearly a variety of ways for impOSing 
upper bounds BIL IMJ (z) on the right-hand side of (4.31). 
The method to be used depends on what additional in
formation about G(z) one is given, over and above the 
implicity assumed knowledge of the coefficients Gn , n 
= 0,1, ... , L + M. Here we suppose that we know the 
numbers (JI and III defined in (4.18), and according-
ly choose ,m ,m 

M 

RM(z)= QM(Zl= 6 qm(- z)m. (4.33) 
m=O 

If we suppose 

L +M+ 1=2N, (4.34) 
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where N is a positive integer then we have 

~liI RMmQMWGWd~ I-~If QMW2GWd~ I,,;~i IQM(~W·IG(~)lld~1 
27T J'c (~_Z)~L+M+l -27T. c (~-z)eN 27TJc 11_z/~11~12N'I~1 

1 
-1-lzlc 

1 
for all I z I < - . 

c 
(4.35) 

Here c is the positive constant defined by (4.12), and the constants al',m' (Z', m' =N - M + 1, ... ,N) 
are the same as defined in (4.18) except that now we allow negative values for the indices where necessary. 
Similarly, if we suppose 

L + M + 1 = 2N + 1, 

where N may be zero or a positive integer, then we have 

1

M M 

,,; C ~~ 
1 - 1 z 1 c 1=0 moO 

Hence we have the correction terms 
N 

~ 
I'=N-M 

N 

~ ai' ,m,qN-I,qN-m' 
m'=N-M 

which apply whenever 1 z 1 < 1/ c. Substituting (4.38) into 
(4.32) we obtain upper and lower bounds on G(z) for all 
1 z 1 < 1/ c. In the case of the [N + J - 1/ N - J] Padi! ap
proximants these bounds are identical with the previous 
bounds, (3.31) wherein r NSN is given by (4.19). 

We see here that the quantities al'm' can be replaced 
throughout by the quantities 

a _(_l)/'+m' f IG(~)lld~1 
I' ,m' - 27T ~/' ~m'l ~ 1 (4.39) 

(Z',m'=N-M, N-M+1, ... ,N), without altering the 
validity of the resulting upper and lower bounds on G(z). 

1 G(~)'I is any real valued function of ~ E C such that 
(4.23) holds. This result is immediate because 1 G(OI 

(4.36) 

(4.37) 

(L + M + 1 = 2N), 

(4.38) 
(L + M + 1 = 2N + 1), 

can be replaced by 1 G(O 1 in the sequences of inequali
ties (4.35) and (4.37). In particular, the assertion made 
around (4.23) is now proved. 

Alternative correction terms BIL / Ml of the same 
structure as those in (4.38), and still involving various 
of the numbers ai' ,m" can be derived by replacing 
powers of 1 ~ 1 by powers of 1/ c at appropriate points in 
the inequalities (4.35) and (4.37). However, we prefer 
the BIL/M1(Z)'S defined in (4.38) since their derivation 
seems to be the most direct. Again, correction terms 
involving for example moments of 1 G(~) 12 instead of 
moments of 1 G(O 1 can be evolved by introducing an ap
propriate Schwarz inequality as a preliminary step in the 
the imposition of upper bounds on the right-hand side of 

TABLE 1. Showing the various [L/M]± (1 + i)BIL/M,(Z) , which can be constructed using the information given in the example (see 
text). Bounds on both real and imaginary parts of G (Z) are implied for I Z I < 3. 

~O 
o 

1 

2 

3 

1026 

.!.± (1 +i)[1. 62693] 
1 1 --! I Z I 

1+Z (1 +i)[O. 542310] 
-1-+ l-';IZI 

1 + Z + ~z2 (1 + i) 1 Z 12 [0.180770] 
1 ± 1-*IZI 

1 + Z + ~z2 +*Z3 (1 + i) 1 Z 14[0.0602567] 
1 ± l-';IZI 
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1 2 

1 (1 + i) 1 Z 12[2. 78752] 
1-Z± (l-tIZI)[l-zF 

1 (1 +0 1 ZI 2[1.38480] 
1 - Z + ~Z2 ± (1 - t 1 Z 1 ) 1 1 - Z + ~z2 1 2 
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TABLE n. "Pade table" of upper and lower bounds on G(l), 
see example in text. 

~ L 0 1 2 

{ 3.4404 { + 00 { 10.3088 
0 1. 4404 _ 00 - 6. 3088 

1 { 2.8135 { 3.38894 { 2.85836 
1.1865 2.1106 2.47506 

2 { 2.7711 { 2.8273 
2.2288 2.6727 

3 { 2. 7570 
2.5763 

(4.31). Bounds obtained in this way can be shown in the 
case of [N - 1/ N] to correspond to choosing 1(''1) and g(T/) 
satisfying (4.14) distinct from the symmetrical choice 
(4.17). Finally, one can choose RM(z) different from 
QM(Z) in (4.31). In this case we have found that it is 
difficult to impose upper bounds on the right-hand side 

of (4.31) which are efficient and which at the same time 
require simple sets of given information about G(z). 

We consider the application of the bounds given by 
(4.38). Suppose for example we are given that a certain 
analytic function G(z) is regular within and on the con
tour I zl =R, that G(z) is real on the real axis within C, 
that we know the Taylor series coefficients Gn , n = 0, 1, 
... ,2N-1, and that we know the moments..9

k
(R) de

fined in (4.22), for k=O,l, .. . ,K, some integer K~O. 

TABLE III. Upper and lower bounds on G(x) supplied by [3/0] 
± B[LIMI(X), [2/11 ± B[2/11(X), and [1/2] ± B I1 /21(x) for various 
x such that - 3 < x < + 3; see example in text. For each x the 
best bounds obtained are underlined. 

Bounds on G (x) associated with 

x [3/0] [2/1] [1/2] 

-1. 75 { 1. 2444 { 0.4227 { 0.2560 
-1. 4683 0.0115 0.0553 

-1.50 { 0.6726 { 0.3530 { 0.2679 
- 0.5476 0.1469 0.1531 

-1.25 { 0.4579 { 0.3492 { 0.3091 
- O. 0464 0.2537 0.2481 

-1.00 { 0.4237 { 0.3943 { 0.3779 
0.2429 0.3557 0.3494 

- O. 75 { 0.4864 { 0.4812 {~ 0.4355 0.4688 

- O. 50 { 0.60869 { 0.60841 { 0.60733 
0.59965 o 60588 0.60479 

- 0.25 { 0.77890 { 0.77893 { 0.77886 
0.77839 0.77876 0.77866 

+0.25 { 1. 28411 { 1. 28421 { 1. 28414 
1.28360 1. 28397 1. 28376 

+ O. 50 { 1.6503 { 1. 6525 { 1.6518 
1.6413 1. 6475 1.6423 

+ O. 75 {~ { 2.1422 { 2.1435 
2.0761 2.1078 2.0670 

+ 1. 25 { 3.6090 { 3.8709 { 4.0501 
3.1046 3.3076 2.5840 

+2.00 { 9.2256 { 18.8925 { 18.8010 
3.4410 - O. 8925 - 8. 8010 
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Then 'we have enough information for the construction of 
all [L/M] Pad~ approximants to G(z) complete with cor
rection terms B1L/M1(Z), where Land M are restricted 
by L + M.; 2N - 1 and M.; K. Thus we can construct a 
corresponding "Pad~ table" of upper and lower bounds 
on G(z), valid whenever I z I < R. Seen as a whole this 
table should supply useful information about G(z) for all 
z such that I z I < R. 

Example. Let G(z) be known to be an analytic function, 
regular and real on the real axis when I zl .; 3; and sup
pose we know 

Go=l, G1 =1, G2=~' G3 =t, ..9 0 (3)=4,88079259, 

..9 1(3)=3.95337022, and ..9 2 (3)=2.24521244. 

Then in Table I we give the various Pade approximants 
to G(z) together with associated correction terms which 
can be constructed using the above information. In Table 
II we give the corresponding upper and lower bounds on 
G(l). The best upper and lower bounds here give 

2. 7570~ G(l)~ 2. 6727; 

the upper bound corresponds to [3/0] and the lower 
bound corresponds to [2/1]. In Table III we compare 
the bounds associated with the three approximants [3/0]' 
[2/1]' and [1/2], at various points along the real axis; 
for each x the best upper and the best lower bound is 
italicized. The advantage of considering the bounds as
sociated with each of the three approximants is apparent. 
We note G(z) could be eZ in this example. 
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The maximal solvable subalgebras of the real classical Lie 
algebras* 

Marcel Perroud 

Centre de Recherches Mathematiques, Universite de Montreal, Montreal, P.Q. Canada 
(Received 11 December 1975) 

The classification of the maximal solvable subalgebras of sl(n,R), su*(n), so*(n), sp(n,R) and usp(p,q) is 
given, thus supplementing the cases su(p,q) and so(p,q) performed elsewhere. 

I. INTRODUCTION 

This article follows the task undertaken by Patera, 
Winternitz, and Zassenhaus1•2 concerning the classifi
cation of the maximal solvable subalgebras of the real 
semisimple Lie algebras. The physical motivation to 
this study is the same; it was exposed at length in the 
two quoted articles, and therefore we do not reconsider 
it. Let us only point out that the symplectic groups, 
which are examined here among others, have their own 
importance in particular in the context of the linear 
canonical transformations in classical and quantum 
mechanics3 and in some group theoretical models of 
nuclei. 4 

The method used is a specialization of the one devel
oped by the above-mentioned authors. 1 However, to 
avoid a separate treatment of each algebra by means of 
its standard realization as a matrix algebra, we pre
ferred to use some classical results on the real forms 
of the simple Lie algebras. 5 We recall them briefly in 
Sec. II in a form adapted to our further needs. Section 
III is devoted to the construction of a recursive method 
for finding the conjugacy classes of sl(n, R), su* (n), 
so(p, q), so* (n), sp(n, R), and usp(p, q) [the missing 
case su(p,q) and the case so(p,q) are already known1•2]. 

In Sec. IV we draw up a list of results by displaying a 
representative of each class in term of a matrix alge
bra; the cases sl(3,R), sp(4,R), and usp(2, 2) are con
structed explicitly. 

II. THE REAL FORMS OF THE CLASSICAL LIE 
ALGEBRAS 

Let L be a Lie algebra over C. If f) : L - L is a con
jugation of L (i. eo, an involutary antilinear automor
phism of L), the set 

LI) ={XE L;f)x=x} 

naturally provided with a real Lie algebra structure is 
called a real form of L. Two real forms Lf)l and L4 
are said to be conjugate (or equivalent) if an auto
morphism cp of L exists such that cp of) 1 =f)2 0 cp. 

All the real classical Lie algebras are real forms 
of the complex classical Lie algebras. Actually 

sl(n, C)D
1 

= sl(n, R), n ~ 2, 

sl(n, C)02 = su(p, q), p + q =n ~ 2, 

sl(n,C)03=su*(n), n even ~4, 

so(n, C)01 = so(p, q), n ~ 2, 
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so(n, C)L) = so*(n), n even ~ 4, 
2 

sp(n, C)L)l = sp(n, R), n even ~ 2, 

sp(n,C)L)2=usp(P,q), p,q,n even, p+q=n~2, 

where, since su(p,q) ""'su(q,p), so(p,q) ""'so(q,p), and 
usp(p,q) ""'usp(q,p), we restrict ourselves to the cases 
p ~q~ O. 

To descri.)e the operators f);, we use a fundamental 
representation P : L - End(V) (V"'" Cn

), where L is one 
of the above-mentioned complex Lie algebraso With the 
exception of the case where L = su(p, q), for each real 
form L 0 there exists always an antilinear transforma
tion D : V - V such that 

p(j)x) = Dp(x)D-l , YXE L, 

D2 =±I. 

In cases when D is an involution (Ii =1), the represen
tation p is called virtually real by which we mean that 
it induces a (real) representation 

PI): L - End(VD) , 

where VD is the real vector space VD={VE V; Dv=v} 
(dime V = dimR VD). In cases when D is an antiinvolution 
(D = - I), no such real vector space exists. The rep
resentation p is called antireal: It induces a "complex" 
representation 

Pu : L - End(V). 

Through the representation p, each real form [except 
su(p, q)] can be characterized by an involution or anti
involution antilinear operator D. The equivalence rela
tion between real forms can be transferred to the set 
of these operators with the following results: 

(A) sl(n, R): Any D such that D2 =10 (For example, if 
a basis {e/}i:l.o ... n of V is given, D can be taken as the 
complex conjugation K :K<L:/v/ei) = 2:iv;ei') 

(B) su* (n): Any D such that D2 = - I. 

(C) so(p, q): The representation p of so(n, C) admits 
an invariant symmetric form ( , ): VX V-C. Any in
volution D such that the form (u, v) = (Du, v) is 
Hermitian with signature (p, q) [or equivalently such 
that the restriction to V D X V D of (, ) is symmetric with 
signature (p, q)]. If (Du, v) = (u, DT v), it is always possi
ble to take a D for which DT =D. 

(D) so*(n): Any anti-involution D such that the form 
(u, v) = (Du, v) is anti-Hermitian. It is always possible 
to take a D for which DT = - D. 
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(E) sp(n, R): The representation p of sp(n, C) admits 
an invariant symplectic for m( , ): Vx V - C. Any in
volution D such that the form (u, v) = (Du, v) is anti
Hermitian (or equivalently such that the restriction to 
VD x VD of (, ) is symplectic). D can be always chosen 
such that DT = - D. 

(F) usp(p, q): Any anti-involution D such that the form 
(u, v) = (Du, v) is Hermitian with signature (p, q). D also 
here can be chosen such that DT = - D. 

III. GENERAL PROPERTIES OF THE CONSIDERED 
MAXIMAL SOLVABLE SUBALGEBRAS 

The whole argument is based on a Lie's theorem on 
solvable matrix algebras. 6 Let 5 C L be a maximal 
solvable subalgebras; then its complexification 
5' C L' D;: L is also solvable but not necessarily maximal. 
Consider then the representation p : L - End(V) of the 
preceding section and exclude the special case 
LD = su(p, q). Lie's theorem asserts that there exists 
a vector VE V (v *- 0) and a weight A: 5' - C such that 

pes') v = A(S')V, 'fIs' E 5'. 

Since 5c5' and p(x)D=Dp(x) for all xEL, we have 

p(s)v = A(S)V 

p(S)DV=A(S)Dv ' SE 5. 
(1) 

The subspace W = Cv + CDv, of dimension one or two 
depending on whether v and Dv are or are not colinear, 
is invariant with respect to p(5) and peS'); in addition 
D: W- W. Notice that the dimension of W is always 
equal to two if D is an anti-involution. 

To continue, it is necessary to distinguish the cases 
where p does or does not admit an invariant bilinear 
form. 

A. L = sl (n, C) (n;;;;' 3) 

In fact we can trivially extend to L == glen, C). 

Let us introduce the following two subalgebras: 

N={nE L; p(n): V- V; p(n): W- W}, 

Z={ZE L; p(z): V- W; p(z): W-{O}}. 

Z clearly is an ideal of N and 5' C N; since ZiJ + S is 
solvable (ZiJ ==Z n Lo ), we have 

ZLJcSCNo (2) 

and 5 is maximal inND =NnL[). By using the very 
definitions of L and Z, it is easy to verify that all the 
weight vectors of Z belong to W; from this property and 
the inclusion (2), it follows then that W contains all the 
weight vectors of S. 

Let 

A1 :N-gl(W), A2 :N-gl(V/W) 

be the injective homomorphisms defined naturally by 
p on the restriction Wand the factor space V /W. The 
two antilinear operators D1 : W- Wand D2 : V/W- V/W 
induced by D are involutions or anti-involutions together 
with D and define the two real forms Aj(N)D , i = 1, 2. 
It is clear that Aj(ND)=Aj(N)D.' Ai(S) (SC}}, is there-, 
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fore a maximal solvable subalgebra of Aj(N)Dj' where 
A1 (N)D

t 
"" gl(d, R) and 602 (N) 2 "" glen - d, R) (d = dim W). 

Consider now the question of the equivalence of two 
maximal solvable subalgebras S1 and 52 under the inner 
automorphisms of Lf). Let W1 and W2 be their weight 
subspaces; a necessary condition for equivalence is of 
course that dim W1 = dim W2• If this is the case, then 
there always exists a regular mapping T such that 
T: W1 - W2 and DT = TD. This latter equation means 
that T defines an inner automorphism of glen, C) and 
therefore 5t - T52T-1; it is thus sufficient to examine 
the cases when Wt = Wi! = W, which we shall now as
sume. The. two subalgebras 5t and S2 have then the 
same ideal Z and At (51) is equivalent to 601 (52) since 
they act on the same maximal weight space. It follows 
then directly from these remarks that a necessary and 
sufficient condition for 5t and 52 to be equivalent is that 
602(51) and 602(52) are equivalent. 

With respect to a basis of V obtained by completion 
of a basis of weight vectors of W, the subalgebra 5 ad
mits a matrix representation of the form 

p(S): (:' ::), 

where R t = 601 (5), R4 = 602 (S), and 

P(ZD): (: :J 
The antilinear operator D can be put in the form 

D~ (~ ;')K' 
where K is the complex conjugation and JjJj = ± I 
(D2 =±I), i= 1, 2. 

B. L = so (n, C) or sp (n, C) 

(3) 

Let us first suppose that no weight vector VE V exists 
such that W= Cv + CDv is isotropic with respect to the 
invariant bilinear form. V therefore admits the direct 
decomposition 

V = Wt Ell W2 Ell • 0 0 Ell Wk, 

where Wi = CVi + CDvj, i = 1, ... ,k, is a nonisotropic 
weight space. This is due to the fact that V is always 
a direct sum V= (W1 Ell o. 0 Wi) Ell (W1 Ell o. 0 Ell Will. of two 
subspaces invariant with respect to peS'). The subalge
bra 5 is therefore Abelian and since it is maximal, it 
is a compact Cartan subalgebra. These sub algebras 
always exist except for so(p, q) when p and q are both 
odd numbers. The dimension of the Wi is always two if 
n is even. If n is odd, the dimension of one of the sub
spaces Wi is one, and that of the rest is again two. 

Let us now suppose that at least one weight vector 
vE V exists, such that W=Cv+CDv is isotropic (Wis 
then in fact completely isotropic since DT =±D). Let 
us introduce the two following subalgebras: 

N={nE L; p(n): V - V; p(n): WL 
- Wl.; p(n): W- W}, 

Z={ZE L; p(z): V- Wl.; p(z): Wl. - W; p(z): W-{O}}, 
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where W.L denotes the orthogonal complement of 
W(wc W.L). [If W= W.L (2 dimW=dimV), there is noth
ing more to add. ] 

As for the preceding case, we have 

from where it fOllows that S is maximal in No and that 
all the weight vectors belong to W. 

Considering the three homomorphisms 

6.1 :N-gI(W) 

6.2 :N-gI(W.L/W) 

6.3: N - gl(V /WL) 

induced naturally by p on the restriction Wand on the 
factor spaces W'/W and V/W'", we see at once that 6.1 
and 6.3 are surjective. We also see that D.z(N) is equal 
to the orthogonal or symplectic Lie algebra of the endo
morphisms of W.L /W with respect to the bilinear form 
induced by the bilinear form on VX V. On the other 
hand, since D : W - W and D : W L 

- W'", this operator 
induces the three antilinear operators Dl : W - W, 
D2 : W L /W - W.L /W, D3: V /W.L - V/W.L, which are in
volution or anti-involution together with D. These three 
operators define three real forms 6./(N)u., i= 1,2,3 and, 
of course, 6. i (N)u.=6. j (No ). If d=dimW,' 6.1(S) and 6. 3(S) 
are maximal sOlv~ble subalgebras of 6.1 (N)L\ '" 6.3 (N)u 3 

"" gl(d,R), while 6.2 (S) is a maximal solvable subalgebra 
of 6.2 (N)u 2; this latter is of the same type as Lo, that is, 
isomorphic to so*(n - 4) if LD = so*(n), to so(p - d, q - d) 
if LD = so(p, q), to sp(n - 2d, R) if Lo = sp(n, R), and 
to usp(p - 2, q - 2) if Lo = usp(p, q). 

For the question of equivalence of two maximal solv
able subalgebras Sl and S2 of Lo, it is easy to show, in 
the same way as for the preceding case, that a neces
sary and sufficient condition for Sl and S2 to be equiva
lent is that the dimension of their weight spaces be the 
same and that 6.2 (Sl) - 6.2 (S2)· 

With respect to a Witt decomposition of V, a maximal 
solvable subalgebra S which is not a compact Cartan 
subalgebra admits a matrix representation of the form 

pes) = (:1 :: ::), 
o 0 R9 

(4) 

whereR1 ==6.1(S), R 5 =6.2(S), R S=6.3(S), and 

p(Zo) == (: :2 ::). 
o 0 0 

The antilinear operator D can be put into the form 

with JjJ;, = ± I(D2 = ± I). For the matrix B associated 
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with the bilinear form ( , ), we have 

B=(O B5 B) 
B6 0 

this matrix is symmetric or skew-symmetric depending 
on the symmetric or symplectic character of (, ), 

The above discussion makes it clearly that the prob
lem of classifying the maximal solvable subalgebras of 
a classical real Lie algebra either is immediately 
solved (compact Cartan subalgebra) or can be reduced 
to the classification of the maximal solvable subalge
bras of a Lie algebra 6.2 (N)o of the same type as Lo 
but of lower dimension. We have thus provided a re
cursive procedure for constructing the required 
subalgebras. 

IV. CLASSIFICATION AND EXAMPLES 

For su(p, q) and so(p, q) we refer to the two quoted 
paper, Refs. 1 and 2. The remaining cases are con
sidered in the order of increasing difficulty 0 

We symplify our notation in identifying S with its 
representative p (S). 

A.su* (2r) [r~2,su* (2):::su (1,1)] 

D2 =_I; henceforth dimW=2. 

The recursive procedure just described allows us to 
represent each maximal solvable subalegra by a matrix 

Hence there exists only one conjugacy class of maximal 
sol vable subalebras of su* (2r). 

By choosing 

the condition DS = SD implies for the block 
decomposition 

S= 

the conditions 

A12 ••• A 1r 

A22 ••• A 2r 

fa .. 0) 
if i<j, Aii= \~' (iii 
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and (from tr(S)] 

We notice that the 2X2 matrices Ai} are nothing else 
than standard realizations of the quaternionic numbers. 

B. 50* (2r) [r~2, 50* (2) ~ so (1,1)] 

D2=-I. 

A first conjugacy class is furnished by the compact 
Cartan subalgebras. With respect to a weight vectors 
baSis, these latter are represented by 

S~ C'. <) ,"lliA,~ (':' -:a,) , a,ER 
In this same basis, D can be chosen as 

while the matrix associated with the symmetric form 
( , ) would be 

(
iK • 0 ) (:0 1) 

B == 0 '. iK ' K= 1 0 . 

The other conjugacy classes contain subalgebras rep
resented by matrices of the form 

* 

S= 

([x) = entire part of x) 

where 

A'~(:' :.) 
and where E is either a compact Cartan subalgebra of 
so* (2r - 4s) or is ~ (void) if s = r/2 (which implies r is 
even). Taking into account the conjugacy conditions just 
found, we see that the conjugacy classes are uniquely 
determined by the dimension of the Cartan subalgebra 
E. Hence there exist (r/2) + 1 conjugacy classes of 
maximal solvable subalgebras of so*(2r). 

By keeping the same matrix form for D, the matrix 
B becomes here 

iK 

o iK 

iK o 
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with 

A (iK. 0) B= .. 
o iK 

or ~, 

which permits us, in particular, to verify that 

The other matrix elements of S are computed by means 
of the two conditions 

DS= SD, BST = - SB. 

c. usp [2p, 2q) [p+q=r>1, usp (2, 0) ~su(1, 1)] 

Here also, a first conjugacy class is furnished by the 
compact Cartan subalgebras 

(A
1 • 0) 

S - • - . , 
o Ar 

for which 

J -J. 

o 

o 

-J 

For the other conjugacy classes, a matrix represen
tative is given by 

* 

, l';s';q, 

where 

and where E is either a compact Cartan subalgebra of 
usp(2p - 2s, 2q - 2s) or ~ (which implies p =q). The 
situation is therefore the same as in the preceding case: 
The conjugacy classes are uniquely characterized by 
the dimension of the Cartan subalgebra E. Since p ?- q, 
this dimension varies between 2r - 2q and 2r by steps 
of 2. There exist consequently q + 1 conjugacy classes 
of maximal solvable subalgebras of usp{p, q)o 
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Taking the same D as above, putting 

o 
K 

B== B 
-K 

K 

0 

with B= 
J 

-J . 
0 

-J 

and considering the conditions 

DS=SD, BST = -SB, 

p-s 

q-s 

or ¢, 

we can compute all the elements of S. In particular, 
we can verify that 

(
- Xk 0) (Ak 0) 

C k = 0 _ Ak if Ak = 0 Xk 0 

Example: usp(2, 2): Since q = 1, there exist two class
es; with 

D~ (;' ~ J, OK 
a representative of a compact Cartan subalgebra is 

St~ G -ia i~ 1) , .,beR, 

when 

B~ (i' ~ ], ~) 
A representative of the other class is 

(~o AOO _i;, -oOi) 
52 = " ' A E C, a E R , 

o 0 0 - A 

when 

B~ 0, ~,~ 0 
Since usp(2, 2) "" so(4, 1) we can compare these results 
with those obtained in Ref. 2. 

D. sl (n, R) 
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The maximal solvable subalgebras admit a matrix 
representation of the form 

where 

Since D is here an involution, we have dim W = 1 or 2. 
With respect to a basis of vectors belonging to V D, we 
should have 

with a constraint on the a j and c j due to the zero trace 
condition. All the elements of the matrices 5 are real 
because D=K. 

Each conjugacy class is therefore uniquely char
acterized ,by an ordered set of numbers 
(degAt, degA2"'" degAs), where degAj = 1 or 2 and 
L:Lt degAj =n. The number Nn of conjugacy classes of 
maximal solvable subalgebras of sl (n, R) satisfies, by 
virtue of the recursive procedure, the equation 

Nn=Nn_t + Nn_2 ; 

since Nt = 1 and N2 = 2, N n is simply the Fibonacci 
number2 

N =F = ~ ((1 +v'5) n _ (1-v'5) n] 
n n{5 2 2' 

Example: sl(3, R): There exist three conjugacy class
es (1,1,1), (1,2), (2,1), 

("' -aJ 5(1,1,1> = 0 d 
o 0 

ca b ~d) S(l,2) = o a 
o d 

S",f> ~ G -b 

-U a 
0 

[The classification of all subalgebras of sl(3,R) was 
performed by Nona. 7] 

E. sp (2r, R) [r ;;;;'2, sp(2, IR):::: 51(2, IR)] 

D2=I. 

The conjugacy class of compact Cartan subalgebras 
is represented by 

for which D =K and 
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The other conjugacy classes of maximal solvable sub
algebras admit a representative of the form 

A. 
s= E , 1 <'>s <'>r, 

with 

A
J

- (a
J 

-b
J
) or Aj=(cj ), aj,bj,CjER, 

- b
j 

a
j 

and E either a compact Cartan subalgebra of 
sp(2r - 4s, R) or ¢ (which here is always possible). 
have here D=K and 

B= B 

-K 

K 

K 

o 

with ii ~ C .. : ) od. 

From the conditions 

S=S and BST=-SB, 

We 

it is possible to compute the elements of the matrices 
S; in particular we have 

Each conjugacy class is therefore uniquely charac
terized by an ordered set of numbers 
(degA1' . 0 • , degAs; degE), with degA; = 1 or 2, 

s 
0<'> degE <'> n and 2 1:; degAi + degE = 2r. 

;=1 

The number Nr of conjugacy classes of maximal 
sol vable subalgebras of sp(2r, R) satisfies the recursive 
equation 

N r = 1 + N r_1 + N r_2 with N1 = 2 and N2 =40 

Putting Mr =Nr + 1, we obtain Mr = M r_1 + M""2 with 
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Ml = 3, M2 = 5. Henceforth 

Mr=Fr+2 and Nr=Fr+2-l. 

Example: sp(4,R): There exist four conjugacy class
es: (6) (the compact one), (1,1;0), (1;2), and (2;0): 

(~ a ~ ~~) (_0 1 ~ ~ ~) 
S(6) = 0 0 0 b ,B = 0 0 0 1 ' 

o 0 -b 0 0 0 -1 0 

S"., .. >~ (~ ~ ~e ~b)' B= (~ -~1!~)' 
\.. 0 0 0 - a - 1 0 0 0 

S(1 2) = (~ ~ ~ ~ J B= (~ ~ ~~) o -e 0 -b' 0 -1 0 0 
o 0 0 -a -1 0 0 0 

S(2 0) = (a b : ~ ~) B = (~ ~ ~~) o 0 -a -b I 0 -1 0 0 . 
o 0 b -a -1 0 0 0 

Since sp(4,R) "" so{3, 2), we are able to compare these 
results with those given in Ref. 2. 

V. CONCLUSION 

With this article, the classification of the maximal 
solvable subalgebras of the classical real algebras is 
completed. The real exceptional Lie algebras (E, F, G) 
may be treated in the same way, although some matrix 
manipulations become uncomfortable to handleo They 
may represent some physical interest in view of the 
recent renewal of interest in the exceptional Lie groups 
in elementary particle physicso 
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Quantization as deformation theory 
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(Received 15 December 1975) 

We show that any rule for quantization of functions on the phase space of a dynamical system is equivalent 
to a deformation of the Poisson bracket, in the sense of Lie algebras. All Schrodinger-type quantizations 
are equivalent mathematically but not physically. We examine whether a quantization rule exists in which 
the Poisson bracket of the free Hamiltonian and any function not more than quadratic in momentum gets 
quantized into the commutator of the quantized versions of these two observables. We show that if the 
(Riemannian) configuration manifold is irreducible, this condition uniquely specifies the quantization of 
these functions, in the cases when it can be satisfied. However, it can only be satisfied for systems whose 
configuration manifolds are one-dimensional, or have vanishing Ricci tensor, or are spaces of constant 
curvature. Thus the condition will not serve as a general physical principle which could be invoked to fix a 
quantization rule. 

1. NOTATION 

M = Riemannian configuration manifold of a dynamical 
system, metric tensor g, local coordinates ql ... q". 
T(5)M=space of real C~ fully symmetric contravariant 
tensor fields S on M with valence v(S) = s. Cs(S) 
= Si1 .. ·i5(q)PilPi2· •. Pis = homogeneous function on phase 
space T*M associated with S. [s, The: T(s+t-1)M 

= Schouten concomitant, 1 related to the Poisson bracket 
by 

A = E8 :=0 T (S) M = graded Lie algebra of sequences of sym
metric tensor fields with Schouten concomitant as Lie 
product. This algebra is isomorphic to the Lie sub
algebra of C ~ functions on T* M which are polynomial 
in the p's. 2 H= L2(M, <1:) with the measure given by g 
= Hilbert space of wavefunctions >l1 on M. 

2. QUANTIZATION AND DEFORMATION THEORY 

Any quantization scheme associates each classical 
observable C 5(S) with a Hermitian operator Q s(S) on H. 

If ¢ E T(O)M is a scalar field on M [so ¢ =Co(dJ)], then 
in the Schrodinger representation the associated quantum 
mechanical operator is given by 

(Qo(¢)>l1)(m) = ¢(m)>l1(m), HI EM. (2.1) 

If XE T(l)M is a vector field on M [so that C1(X)(q,p) 
=Xi(q)PiJ the corresponding quantum mechanical opera
tor is given by (for example3

) 

Ql (X)>l1 = ~(- inxi a i + conjugate)>l1 = - iif(X i a i>l1 

+ ~ (divX) >l1). (2.2) 

With this quantization rule, the elements of the Lie sub
algebra Al = T(O)l'vJ(:D T(l)l'vI of A are quantized canonical
ly, i. e. , 

[Q(S), Q(T)]=- iifQ([S, T]), "S, TEAl' 

For U c= T(2)]vl, 

Q2(U)>l1 = H(- i1f)2Uil12\7 il \7 i2 + conjugate)>l1 + If a(U)>l1, 

(2.3) 

where \7; is the covariant derivative and a(U) is a scalar 
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field which depends linearly on U and its covariant de
rivatives, but has no generally agreed form. Probably 
its form is determined by some physical principleo In 
this paper we rule out one possibility for this principle, 
which at first sight seemed attractive. Namely, we show 
that if a(U)(m) depends only on the zeroth, first, and 
second derivatives of U at 111 [see Eq. (3.3)], one cannot 
in a general manifold M choose a(U) so that the commu
tator of Q2(U) with the free Hamiltonian Q2(~g-l) is ca
nonical, i. e. , 

(although this is possible in some manifolds, which we 
enumerate) . 

To start, let us choose some particular quantization 
scheme, for example, for SE T(S)M, 

Qs(S)>l1 = H- in)5[Si l '''i S\7il .•• \7 is>l1 

(2.4) 

as a reference scheme. All other Schrodinger-type 
quantization schemes agree with this one to leading or
der. The scheme (2.4) leads to commutation relations 
of the form 

[Qs(S), Qt(T)] 

= - i1f(Q 5+t-1 ([s, Tn + ~QS+t_3(F1 (S, T» 

(2.5) 

This commutator provides a new Lie product on A, 

[s, T]'= [S, TJ + WF1 (S, T) +"', 

which is a deformation4 of the original Schouten con
comitant or Poisson bracket algebra. 

The map Fl : T(S)lV1x T(t)M - T(s+t-3)M is a cocycle of 
order 2 in the Lie algebra cohomology of A, with the 
adjoint action. 5 If 

7): T(S)M - T(S-2)j'o,t, 7)': T(S)JH - T(S-4)M, ••. (2.6) 

are cochains of order 1 in A, and we alter some given 
quantization scheme Q in (2.5) to another one, Qt, re
lated to Q by 
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Q;(5) 

= Qs(5) + 1FQs..2(1)(5)) + ntQs-4(1)'(5)) +"', (2.7) 

then the new commutation relations are 

[Q;(5), Q;(T)] 

= - ifi(Q~+t_l([5, T]) + 1FQ~+t_3«(F1 +d1))(5, T)) + ... ), 
(2.8) 

where 

d1)(5, T}=[5, 1)(T)]- [T, 1)(5)]-1)([5, T]) (2.9) 

is the usual exterior derivative. 5 We shall restrict our
selves throughout to quantization schemes of the form 
(2.7). Such schemes are essentially real in that the 
quantities P~(5) given by 

P~(5) = iSQ~(5) 

are (anti-) Hermitian if s is (odd) even and the com
mutators of the P "s with each other involve no factors 
i . 

It follows from Eqs. (2.8) and (2.9) that all quantiza
tion schemes in the Schrooinger representation lead one 
to the same element of H 2(A, A) and in this sense are 
mathematically equivalent. However, commutation re
lations have physical significance, so that they are not 
physically equivalent. It may well be that if one chose 
a different polarization of T* M (in the sense of Kostant6

) 

for quantization, then one could be led to a different ele
ment of H 2(A, A). Following the work of Godbillon and 
Vey7.8 there has been considerable study of the relation 
between foliations and cohomology, but not in connection 
with quantization. Effort in this direction might be 
fruitful. 

It is well known that F1 is not exact for any configura
tion manifold; there is no quantization scheme in which 
all commutators are canonical. The problem is to find 
a criterion based on physical grounds which fixes the 
scheme uniquely. We present a candidate for such a 
criterion, together with its physical motivation in the 
next section. 

3. TIME DEVELOPMENT 

In classical mechanics, for a system with Hamiltonian 
~ij (q)piP j;;: C2(~g"'1), the time development of the observ
able C s(5) is given by Hamilton's equation 

d 
dt CA5) ={C s(5), C2(~g-1)}=CS+l([~g-1, 5]). 

In quantum mechanics in the Heisenberg picture, the 
equation (2. 5) is an equal time commutation relation for 
operators Qs(5) whose time development is given by the 
Heisenberg equation of motion 

Tensors K which satisfy 

[g-l,K]=O 

are called Killing tensors1; for such a K, C(K) is a 
constant of the classical motion. 
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In terms of components, if 5 E: T('lM, 

(g-1, 5 ]i1 .. ·1S+1 = 25(11" .1.; i5+1 l, 

where round brackets enclosing indices indicate that 
these are symmetrized. The set of Killing tensors is a 
Lie subalgebra of A. It is at first sight a natural de
sideratum that if K is a Killing tensor, then Q(K) should 
commute with Q(g-l), so that constants of the classical 
motion provide constants of the quanta I motion under 
quantization. Such a condition cannot be sufficiently 
strong to specify a quantization scheme uniquely in all 
cases; most configuration manifolds possess no Killing 
fields whatever but have only locally defined constants 
of the classical motion. 9 In terms of cohomology, such 
a quantization scheme Q' will exist if, in the starting 
scheme Q, F1 is exact when restricted to the arguments 
(g-1, K). The manifolds with most Killing vectors are 
the spaces of constant curvature, and for these Underhill 
and Taraviras10 have exhibited a quantization scheme in 
which classical constants give quantal constants. 

In the rest of this paper we examine whether a scheme 
Q' exists in which one has a stronger condition, namely, 
that for all 5 

[Q' (g-1), Q'(5)] = _ ifiQ '([g-l, 5]), (3.1) 

that is to say, all commutators with the free Hamiltonian 
are canonical. In cohomology terms, Fl must be exact 
when restricted to the arguments (g_1, 5), i. e., 

(3.2) 

for some 1-cochain 1). [If the configuration space is R" 
with the Euclidean metric, the Weyl rulell satisfies con
dition (3. 1) so we have nothing to prove in that case. ] 

Because it is difficult to do better, we restrict our 
consideration of Eq. (3.2) to tensors 5 of valence at 
most 2, and to cochains 1) given by the form, for 
UE: T(2 lM, 

(3.3) 

Thus we assume that the value of the scalar field 1)(U) 
at the point rn of M depends only on the value and de
rivatives up to second order of U at M; we exclude non
local dependence. 12 In order that they be specified uni
quely by the values 1)(U), we require the tensor fields 
1) to possess the symmetries 

In the quantization scheme (2.4) we already have con
dition (3.1) when 5 is a scalar field. [This condition is 
related to the expression for Q(q;X) in terms of Q(q;) and 
Q(X). See Ref. 13 for details.] 

In the next section we show that the equations 

F 1(g"'1,X)=-d1)(g-1,X), 'd XE: T(llM, (3.4) 

(3.5) 

yield several conditions on the tensors 1)ab, 1)abc' and 
11abcd' On the assumption that the configuration space is 
irreducible (that is to say, 14 it admits no parallel vector 
fields or equivalently its holonomy group at any point 
acts transitively on the unit tangent vectors there), these 
conditions can be satisfied only for spaces with vanish
ing Ricci tensor and spaces of constant curvature. In 
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these cases the solution 1) is unique. The uniqueness of 
a solution 1) to Eqs. (3.4) and (3.5) is unusual in coho
mology theory and requires explanation. One can usual
ly add to 1) a coboundary, 1)- 1)+d9, at will. However, 
here the 1-cochain 1) has to map T(S)M into T(S-2)M, and 
no exact 1-cochain has this property. An exact 1-cochain 
dT, TEA, acts on SEA according to the rule 

dT(S) = [S, T] 

and increases the valence by v(T) - 1. The lowest value 
which this can take is - 1. 

4. CALCULATION 

We first analyze the condition (3. 4) that F1 (g--i, X) 
should be exact. With the scheme Q given by Eq. (2.4), 
it is straightforward to compute, for X E T(1 )M, that 

F ( ...... 1 X) = _ l.xa b + l.(Xa;b + ub;a) 1\5 , 2 ;ab 2 A- ;ab e (4.1) 

We shall find the most general cochain 1) of the form 
(3.3) which satisfies (3.4). Substitution of Eqs. (3. 3), 
(2.9), and (4. 1) into (3.4) yields, for all vector fields 
X [note that 1){X) = ° since 1) lowers valence by two] 

X" if boa + 21)abX";b + 21)abc;Xa;be + 21)abeaXa;be<t 

(4.2) 

Here Rab is the Ricci tensor and R = R
a 

a is the scalar 
curvature. Equating coefficients of the derivatives of X 
here requires care, as not all covariant derivatives are 
independent. Let us first solve a general problem of 
this type. 

Suppose we have four tensor fields Q! i1i 2 ... in ' n 
= 1, ... , 4 such that for all vector fields X, 

Then we may conclude that 

Q!a (bed) = Q!a (be) = Q!ab = Q!a = 0, 

since the tensors x a, X";b, X"; (be), Xa; (bed) may be chosen 
independently at any point. (Once those values have been 
fixed, so have all the second and third order nonsym
metrized derivatives.) If instead we are given that 

and, for all X, 

then by writing the first two terms as symmetrized and 
antisymmetrized combinations, and reducing the anti
symmetric derivatives of X to lower order by means of 
the curvature tensor, we may deduce the following: 

(i) Q!a (bed) = 0, 

which implies, by simple algebra, 

Q (abe)d = ° and Q!abed = Q!edab' 
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(ii) Q!a(be) = 0, 

which implies 

Q!abe = O. 

which, since Q!ab is symmetric in ab, implies 

Q!likaRbiik = Q!iJkbRaiJk • 

(iv) Q!a = tQ!iikIRaiik;l. 

Applying these results to our Eq. (4.2) we find, from 
(i) , 

tga(zge<t) = 21)a(be<t)· 

Let us define labed by 

1)abed = tgazged + labed' 

Then 

and 

la(bed) = I(abe)d = O. 

(4.3) 

(4.4) 

(4.5) 

These symmetry conditions restrict labed to having as 
many independent components as the curvature R abed • 

However, lab cd obeys additional conditions beSides these. 
We find from (ii) that 

1)abe = 0, 

from (iii) that 

21)ab - Rab = 4/HkaR b iik 

and 

liikaRb lik = liikbR.iik, 

and from (iv) that 

rf' boa - tR;a = 1/ijklRaiik;l 

= t/ijuRliik;a, 

(4.6) 

(4.7) 

(4.8) 

where the last line follows from the symmetries of 
liikl and the identities obeyed by the curvature tensor. 
Comparing (4.6) and (4.8), we see we may replace 
(4.8) by 

(4.9) 

In summary, we may regard (4.6) as an expression for 
1)ab in terms of labed' The latter must possess the sym
metry properties (4.4) and (4.5) and satisfy (4.7) and 
(4.9). Such tensorslabed exist; examples are constant 
multiples of the tensor 

(4.10) 

Hence it is possible to quantise in many ways so that 

[Q(f;-1) , Q(X)] = - iQ([g-l, X]), X E T(1 )M. 

We turn now to the condition (3.5) that F1(f;-t, U) be 
exact. The analysis is similar but more complicated. 
One may verify directly from the definitions (2.4), (2.5) 
that the vector field F1 (g-1, U) is 

Fl (g"l, U) = ~(ii) + i3(U), 

where 
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u= [g-l, U], 

}-(U)i - U-ibc + l(iiC ;i _ Uib ;c ) 
b - ;bc 4 ebb c , 

and 

(3(U)i = HRbcifi - U' cRCi);b - U'c;b/. 

Condition (3.5) thus states that, for all UE T(Z)M, 

which in components is 

HRbcifi _ U'cRCi);b- U'c;bc i _ 2Uib 1)aa;b 

+ 2(1)abuab +{tga"gcd + labcd}uab;Cd);J = (1)- mU)i. (4.11) 

Let us expand the right-hand side in covariant deriva
tives of U, as we did for 1)(U) in (3.3): 

(1) }-)(U-)i - wi ;'rabc + wi ;rabc;d + wi [jabc;de 
- b - abc U abc.d U abc.de • 

(4.12) 

Equation (4.11) ensures that no higher terms exist. We 
suppose that the w's are symmetric in abc, and that 

wi abc.de = wi abc.ed 

so that they are uniquely prescribed by (4.12). 

The symmetrized derivatives uab, uab;c, U"b;(Cd), 

uab; (cde) are all independent, and 

uab;ede = uab; (cde) + terms in U and U', 

uab;Cd = uab; (cd) + terms in U, 

where U, U' denote zero and first order derivatives. 
Hence we may at once equate the symmetrized coeffi
cients of U" and U". Noting that 

wi u-abe - 2wi Trab;c 
abc - abc U , 

we equate the symmetrized coefficients of U" in Eq. 
(4. 11) to obtain 

. i i 
labed' = W ab (e.d) 

Equation (4.5) now implies that 

wia(bc.d) = 0 

or 

Wb + we + Wd = 0, 

where Wd stands for wi abc.d' Evidently this implies Wd 

= 0 and so I is a parallel tensor, 14 

(4.13) 

This condition contains (4.9) as a special case, and 
also implies (4.7). 

Let us assume henceforth that the Riemannian mani
fold (M, g) is irreducible. 14 Then the only solution of 
Eq. (4.13) having the symmetries (4.4) and (4.5) is 

o 

/=>1, (4.14) 

where A is a constant and J is given by Eq. (4.10). To 
see this, 15 we regard the tensor labed(m) as a map of 
the space T(Z)Mm of symmetric contravariant second 
order tensors at minto T(Z)Mm • Equation (4.13) implies 
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that this map commutes with parallel transport, and 
hence commutes with all members of the holonomy 
group. Since M is irreducible, the holonomy group is 
SO(n). Now T(Z)Mm reduces under the action of SO(n) 
into the sum of the space of traceless tensors and the 
space of multiples of the inverse metric, which are 
irreducible under the action. Hence, by Schur's lemma, 

labed = O!(oacobd + oadobe) + (3g"bgcd , (4.15) 

where the first term is the identity on T(Z)M, and the 
second is the projection operator onto the element ~1. 
Equation (4.13) implies that O! and (3 are constants. The 
symmetry condition (4.5) reduces (4.15) to (4.14). It 
follows from (4.14) and (4.6) that 

1)ab = tRab + triikaRb
iik = H2 + A)Rab • (4.16) 

To obtain the coefficients of the U and U' terms in 
(4.11), we must compute the terms of those types which 
are left over after the cancellation of the symmetrized 
third order terms. Equation of the symmetrized U'" 
terms in (4.11) yields 

from which it follows that 

wi - 3v Oi = Vi ab (c. de) - ab (cd e) - ab.ede, (4.17) 

where by (4.14) 

3v abed =i(gabgcd - gacgbd - gwgbc) + labcd 

= H(1 + A)ga"gcd - (1 + tAl (gacgbd + gwgbC)]. 

We wish to solve (4.17) for the w's in terms of the v's. 
Notice that there are as many equations as unknowns 
since the Vi ab.cd. are symm.etric in the first two and in 
the last three lower indices, whereas the wi abc.de are 
the other way round. Determined inspection yields the 
solution 

(4.18) 

which is easily shown to be unique. A direct but lengthy 
calculation yields that if w is related to v by (4.17) and 
if vabcd=vbaed=vabdc=vcdab, then 

wi abc.deuab;cde - 3Vabcduab;Cdi =Ri(v, U), 

where 

Ri(v, U) 

= - 2Ui'" V abCd Rbcda;", + 2U"' sVabC'" (4Rs
ibc ;a _ RS abc; J) 

+ u'''';S(_ 6U abeSR ", abc + 2vabe",RsabC) 

+ U"'S;" (9vaabYR 'S ab + 6VaabYRibae 

(4.19) 

+ ~V"'Sa~ai/ + 3Vab",,.Ria
a b + v",aMRia/). (4.20) 

Equations (4.11), (4.19), and (4.20) now give 

t(RbcUCi - U'cR"i);b + (1)as U"'S):i -1)".;", U"'i - Ri(v, U) 

= wiabcuab;C, (4.21) 

where 1)ab is given by (4. 16). 

Equating the symmetrized coefficients of U and U' 
gives, respectively, 
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(A + 1)R",s;y = 0 (4.22) 

and 

Xi mnp '" (3A + 4)Ri (mn)p - 3(A + 1)gp(mRi n) 

= - 3wi mnp - (~A +-¥-)g(mnRip) +~ (A + 2)R(mnOi p). 

(4.23) 

The right-hand side of Eq. (4.23) is fully symmetric 
in the suffices mnp. The left side, which we have de
noted Xi mnp' is, a Priori, symmetric only in mn. In or
der that Eq. (4.23) can hold for some wi mnp' we evident
ly require that Xi mr¥> is also fully symmetric in mnp, 
i. e., 

Xi mr¥> = Xi mpn' 

which gives 

(3A + 4)Ri mnp= (A + 1) (gpmRi n - gmnR' p). (4.24) 

We now have to discuss cases. 

(i) If dimM= 1, then both sides of (4. ~4) vanish for 
all A, and so A is arbitrary. However, f vanishes, so a 
unique solution 1/ of the form (3.3) exists, 

1/(S) = i-gllgll,s11;1l. 

(ii) If dimM> 1 and A= - -t, then 

gpmRi n =gmnRi 
P' 

from which, by taking the trace, we see that the Ricci 
tensor vanishes. For curved spaces with vanishing 
Ricci tensor, again there is a unique solution 1/. (We 
have excluded flat spaces from consideration by our 
irreducibility hypothesis.) 

(iii) If dimM> 1 and the Ricci tensor does not vanish, 
then 

that is, M must be a space of constant curvature and 
A=-(n+3)/(n+2), wheren=dimM. Again1/(S) is 
unique. 

In each case, Eq. (4.22) is satisfied automatically. 
These are the only irreducible configuration manifolds 
which admit a Schrodinger-type quantization which gives 
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canonical commutators of the free Hamiltonian with 
functions which are at most quadratic in momentum. 
Any other irreducible configuration manifold gives a 
counter exampleo Hence the hypothesis (3. 1) is no use 
for fixing a general quantization rule. 
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The SchrOdinger equation is studied at energy levels above the highest values of the potential for 
wavelengths smaller than the scale of the potential variations. The ftrst approximation to the scattering 
matrix is then expressed in terms of a single parameter a+ representable as, effectively, a Fourier transform. 
This is used to prove the transcendental property of reflection for smooth potentials and to obtain the 
precise, ftrst approximation to the scattering matrix for a very large class of analytic potentials. 

1. INTRODUCTION 

One-dimensional scattering has been of considerable 
interest in quantum physics, and the case of central 
symmetry is formally reducible to it. 1 Many approxi
mations have been tried for energies above the maximal 
potential value, where traditional WKB approaches are 
not applicable even in the quasiclassical limit. A family 
of explicit solutions of Schrodinger's equation are due 
to Epstein, 1 and a correct treatment of scattering has 
been given by Fedoryuk2 for a class of meromorphiC 
potentials with simple roots. The follOwing reports a 
much simpler, and much more general, approach; it 
is based on a rigorous optical method,3 but greatly 
simplifies the results there obtained. 

The first step (Sec. 2) is to express the scattering 
matrix in terms of just two integrals, of which one is 
a mere phase correction and the other, a., akin to a 
Fourier integral. Admittedly, it is the transform of 
the main unknown function, but that does not preclude 
highly informative inferences, for instance, smooth 
potentials are seen to reflect but transcendentaUy4-

which is the reason for the failure5 of traditional WKB 
approaches. 

A combination of contraction, turning point, and 
stationary phase arguments is used in Sec. 3 to calcu
late the explicit, first asymptotic approximation to the 
Fourier type transform a. for any potential U(x) analytic 
near the real x axis and for which the first relevant 
breakdowns of analyticity, further from that axis, are 
due to singularities of reasonably common type. 

The probability of reflection is then "exponentially 
small" in the quasiclassical parameter, but that need 
notS imply numerical smallness. In fact, as the sim
plicity of the following extends promise of generaliza
tions, so its precision extends hope of some usefulness 
for scattering that is barely quasiclassica1. 

2. FORMULATION 

We consider Schrodinger's equation 

!l.... d
2

1/! + (E _ U{x»1j; = 0 
2m dx2 

at energy levels E> 1. u. b. U(x) at which the wavelength 
bound 21Th[2m (E -1. u. b. U) ]-1/2 = 21TE is fairly small 
[compared with g.l. b. (Udx/dU)]. The "particle" is then 
modulated by the potential U(x). Schrodinger's equation 
may be rewritten as 
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(E- U(x» ~ 1 
(E-1. u. b. U) 

and a more natural independent variable is 

~ = 10 x q(x') dx' 

in terms of which Schrodinger's equation becomes 

d
2

1/J + A..(t) dl/J + -2", = 0 A..(t) 1 dq 
d~2 'f''' d~ E 'r ,'f''' = 2q2 dx . 

(1) 

(2) 

(3) 

Since E> U(x), there is no classical scattering. For 
Simplicity in the definition of quantum scattering, it is 
assumed that U - U. = const as x - ± co, respectively7; 
the corresponding limits of q are q •. Thens Schro
dinger's equation has solutions u.(~), V.(O, ujO, vj~) 
with the property 

exp(- i~/E)u. -1, exp(i~/E)v. -1 as x - ± co (4) 

and the derivatives of these expressions tend to zero. 
Since u_, v_ are a fundamental solution system of (1), 
u. and v. must be linear combinations 

(
U.)=(Sl1 S12XU-)= S(U_) (5) 
V. S21 s22 v_ v_ 

of u_, v_ with scattering matrix S, which the following 
aims to estimate. 

From (1) and (4), since E and q are real for real 
x, v(X) ==u(x), where the bar denotes complex conjuga
tion, and it follows from (5) that 

S22==Sl1, S21==s12' 

Since (1) has constant Wronskian Wx(l/!, ~), the matrix 
elements are further related by 

(6) 

which expresses conservation of probability current. It 
may also be interpreted in terms of transmission and 
reflection coefficients t, r defined by the requirement 
that (1) have a solution 

I/J(x)=tu.==u_ +rv_. 

Then 

t = s;:l, r == s12/s11 

and (6) takes the form 

(q i q J 1 t 12 + 1r12 = 1. 

(7) 

(8) 

(9) 

For the determination of the scattering matrix, it is 
convenient to introduce also a solution representation 
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for (1) different from the familiar ["L-G" or WKB(J)"J 
representation (4). Substitution in (1) or (3) shows 

w(x) = q-1 12 exp(- i~/E)(1 - a(~» exp J~ ~ rp(s)a(s) ds (10) 

to satisfy (1) if 

~~ = - 2iC1a + (a2 
- l)rp. (11) 

For definiteness, let a(~) denote a solution of (11) for 
which 

a - 0 as ~ - - 00 0 

On the hypothesis 

(12) 

r;: EC(lR)n L(lR), (13) 

which implies the same property for rpm, by (2) and 
(3), a(~) exists for all real ~ and la(~) 1 < 1, and (11), 
(12) may be rewritten as 

a(~) exp(- 2i~/E) = r~ ([a(s)]2 - l)rp(s) exp(- 2is/E)ds. 

(14) 
It follows that 

am exp(- 2i~/E) - r: (a2 - l)rp exp(- 2is/E) ds =a. 

as ~ - 00. (15) 

Since q(x) is real, w(x) is another solution, and the 
Wronskian 

Wx(w, w) =ww' - w'W 

=iE-1q 1 w 12(1_ 1 a 12)/ 11- a 12 
=ic1IgI2(1_laI 2)*0 

by (12). Therefore, the solution (7) is C1w1 + c2w2 and 
by (15) and (4), c/ C2 = a. and C2 (1 - 1 a. 12) = tq!!2, and 
since the constancy of the Wronskian implies 

IgI2=1-la.12 forg(E)==expr:rp(s)a(s)ds, (16) 

it is found from (4), (5), (7), and (8) that 

S11 =t-1 == (q./qj!2g(l_ la.1 2t 1 = (q./qjI2g -1 (17) 

s12/s11 =r=a.g/g. (18) 

The scattering matrix is thus represented in terms 
of the integrals (15) and (16), of which the former will 
turn out to be the more important. It is closely akin to 
a Fourier integral with large parameter E-1 in the ex
ponent, because3 a(~) - 0 with E uniformly in ~ on lR, if 
only u'<X) E L(lR). It therefore yields to the asymptotic 
methods developed for Fourier transforms, and that 
implies a great deal of immediate information, 
even though (15) only represents a. as the trans-
form of an unknown function. For instance, if the 
potential U<X) is smooth, say, "gentles" in the sense 
U(x) E C~(lR) with d"U/dx"E L(lR) for every n, then 
(1), (2), (3), (11) show rpm and a(~) to inherit this prop
ertyandlO (15) shows a. to be transcendentally small in 
E. The converse holds equallyl0: transcendental small
ness of a. requires gentleness of the potential. True 
exponential smallness of a. is seen from the Laplace 
integral theorem to require analyticity of a(~), and 
hence also of the potential U(x). 

The converse is also known3: If U<X) is analytic on a 
strip about the real x axis of positive minimal width, 
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and U'(x) - 0 as 1 Rex 1 - 00 in this strip locally uni
formly in Imx, and U'(x) E L(- 00,00) with respect to Rex 
at fixed negative 

Im~ = 1m fo x q(y) dy = - c, 

then d > 0 exists such that 

a. exp(2c/E) - 0 as E- 0 for 0 ~ c < d. 

Since 1. u. b. 1 a(O 1 - 0 with E, 

g-1 as E - 0, 

(19) 

(20) 

by (16), it follows that g contributes to the first approxi
mation for the scattering matrix only the (small) phase 
of S11; for completeness, it is given in the Appendix. 

It is desirable, however, to mention the following 
implication of these simple results. The most common 
approach to quasiclassical scattering, by WKB or simi
lar or equivalent procedures, can play no useful role at 
all in above-barrier scattering by potentials smooth 
enough to make the reflection (18) transcendental. 4 This 
is not only because those approaches can lead to ap
proximations for reflection only by semifortuitous 
accident. Even the correct, asymptotic expansions for 
transmission obtained by these approaches are almost 
irrelevant under the circumstances envisaged, because 
(9), (18), (19) then show transmission to differ in mag
nitude only transcendentally from [E - U(- ce)/ 
E- U(00)11/2; all that can ever be achieved by the 
asymptotic expansions is a description of the small 
transmission phase correction caused by the barriers. 

3. SCATTERING PARAMETER 

We therefore focus attention now on the scattering 
parameter a., from which the scattering matrix can be 
computed by (17), (18) (except for small phase correc
tions), and on the plausible case of an analytically 
smooth potential U(x). The estimate (19) then suggests 
that the amount of reflection is determined by the man
ner in which this analyticity breaks down with increas
ing distance from the real axis of the ~ plane. More 
precisely, by (15) and (11), the issue is the analyticity 
of the modulation function rpm defined by (1)- (3). The 
breakdown will be assumed due to roots or singular 
points of the potential U of a reasonably common type: 
U(x) is assumed analytic on a neighborhood :v of the real 
axis, except for a set S* of "transition points" Xo of type 

U(x) = E - Uo(x - x o)"(1 + Q(x» 

with real v, U*O, Q(x) analytic atxo, and Q(xo)=O, 
such that S* has no limit point, 

(21) 

0< g. 1. b. s I Im~ I = III, (22) 
* 

and no other boundary point of N has 1 Im~ 1 = m. For}VI 
independent of E, moreover, rJ>(~) E L(- 00, - }v1)n L(JI, 00) 
with respect to Re~ at Im~ = - 111, and U'(x) - 0 as 
1 Rex 1 - 00 uniformly in 1 Imx 1 < m/ q.,_o 

The class of potentials thus envisaged includes not 
only the polynomials and rational functions, but also the 
entire meromorphic functions of Fedoryuk2 and the 
transcendental class of Epstein1 and many more o Since 
branch points, even of infinite order, are admitted, it 
may be conjectured that the results below will be found 
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to extend also to logarithmic branch point;:; when their 
turning point structure becomes known. 

The asymptotics of the Fourier type transform (15) is 
discussed elsewhere3 in detail and it will help to sum
marize here just the essence of the argument. If the 
path in (15) can be shifted from the real axis to a paral
leI line in the lower half-plane of 1;, then a constant, ex
ponentially small factor exp(- Im1;/E) can be extracted 
from the integral, after which standard methods may 
suffice for its treatment. The best exponential factor is 
obtained by shift to the line L: Im1; == - m, but two ob
stacles are in the way: 1> is (nonintegrably) singular at 
a transition point, and (15) indicates that a(1;) might 
itself contain exponential factors-which could spoil any 
benefits from the shift of path. 

Envisage first the case of a single transition point, 
xo, with image 1;0 on L. The obstacles can then be over
come by a combination of a contraction mapping for the 
nonlinear integral equation (14), to the left of 1;0, with 
turning point results11 at 1;0 and with another contrac
tion for (14) to the right of 1;0' This serves to establish 

1. u. b. la(1;) I - 0 as E - 0, (23) 
Re!'<RelO-,/"E 

1.u.b. la(1;)_2icos(~\xp2i(1;-1;0) 1- 0 
RePRelo.w-E V + 2) E 

aSE-O (24) 

on L and that the path in (15) can indeed be shifted to L. 
But then combination of (23), (24) with the Riemann
Lebesque lemma leads, as for a Fourier integral, to 
the principle of stationary phase10 for the integral on 
L with (only dominant) critical point 1;0, i. e. , 

a+ - ro+
o 

(a2 -1)1> exp(- 2i1;/E) d1; ==f 
lO-O 

for any I) > O. The Fourier type transform has now 
served its purpose; it was arrived by observing in (11) 
that (a2 

- 1)1> exp(- 2i1;/E) ==d(a exp(- 2i1;/E»/d1;, whence 

l== lim a(1;) exp(- 2i1;/E) - lim a(1;) exp(- 2i1;/E) 
~-lO)/E-+- (l-lO)/E---

and so by (23), (24), 

a+-2icos(V:'2)exp(-2i1;0/E) (25) 

with v defined by (21) and 1;o==J~Oq(s)ds by (2). 

For the case of several transition points 1;1> ... , 1;k 
with Im1;i == - m, the combination of contraction with 
turning point theory needs to be repeated for each and 
it is then found3 that the shift of path in (15) remains 
justified and a(1;) exp(- 2i1;/E) increases by (25) (with the 
appropriate values of v and 1;0) across each transition 
point. By the principle of stationary phase, therefore 

k 

a. -2i:0 cos( rr+ 2)exp(- 2i1;/E) 
i=1 Vi 

== 2i exp(- 2m/E) ~ cos(v
j
\ 2) exp(- 2i Re1;/E) 

(26) 
for any finite number of transition points. 

This includes Fedoryuk's2 result for a pair of simple 
turning points of a meromorphic function as a special 
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case; the additive nature of the contributions of the 
individual transition points becomes more visible in the 
present formulation. 

It is seen from (26) that circumstances can arise in 
various ways in which, for certain "resonant" values of 
the wavenumber E-1, the contributions of several transi
tion points cancel out in a+. This need not be limited to 
potentials U(x) even in Rex. In practice, however, the 
chance of encountering more than a pair [ and these on 
account of evenness of U(x)] seems remote, and the 
resonant E-sequence is then obvious from (26) and gives 
abnormally small reflection. 

A somewhat similar effect arises even for a solitary 
transition point, if it be a singular transition point with 
a value of v (~- t) in (21) for which cos[rr/(v+ 2)] 
vanishes in (25). The probability of reflection is then 
abnormally small for all suffiCiently small E. 
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APPENDIX 

The phase correction is readily obtained by standard 
WKB or equivalent approaches without complex embed
ding. For instance, if 1>(1;) is to assumed to be of bound
ed variation, in addition to (13), then by the Riemann
Lebesgue lemma 

1: 1>(s) exp(- 2is/E)== ~ 1>(0 exp(- 2i1;/E) +o(E) 

uniformly for 1; E E, and hence from (14), 

a(O == - (iE/2) 1> (0 + 0 (E) 

whence from (16) 

g(E)==exp[- (iE/2)J_:1> 2 d1;+o(E)] 

in (17) and (18). 
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In this article, we introduce ensembles of random matrices in which not all of the matrix elements are 
functionally independent. The functional dependence is defmed by restricting the class of unitary similarity 
transformations which will diagonalize a member of the ensemble. The statistical properties of the 
eigenValUes are then studied for some of these ensembles. 

1. INTRODUCTION 

Until recently, most of the work in the statistical 
theory of energy levels has been based on rotationally 
invariant ensembles of random matrices whose matrix 
elements are functionally independent. 1 Recent interest 
in ensembles which correspond to systems with a small 
term in their Hamiltonian that is not time reversal in
variant has led to the study of ensembles which are not 
rotationally invariant. Unfortunately, for those ensem
bles which have been conSidered, when N (the dimen
sionality of the matrices) is arbitrary, it is difficult to 
study the statistical properties analytically. 2- 7 

Further, recent work indicates that for many physical 
systems the assumption that the matrix elements are 
functionally independent may in fact be incorrect. 8-13 

Thus, the question of how functional dependence among 
the matrix elements would show up in the statistical 
properties of the energy levels and the level widths is 
of current interest. 

In this article we introduce some new ensembles, 
which contain matrices whose elements are functionally 
dependent. These ensembles are defined in such a way 
that the jOint distribution for the eigenvalues and rota
tion parameters can be given explicitly for any N when 
the time-reversal-noninvariant term in the Hamiltonian 
is of arbitrary size. These ensembles have the added 
advantage that the number of off-diagonal elements 
which have nonzero imaginary parts can be specified. 
Thus, these ensembles offer the opportunity for the 
study of the effects on the statistical properties of the 
energy spectrum due to the dependence among matrix 
elements, the presence of a time-reversal-noninvari
ant term, and the variation of the number of nonzero 
imaginary parts. 

In this article we study the level density and spacing 
distributions. It is shown that when the number of non
zero imaginary parts is small, the calculations can be 
carried out analytically for some ensembles. However, 
when the number is large it appears that one will have 
to resort to numerical calculations. 

2. MATHEMATICAL DEFINITION OF ENSEMBLES 

We shall denote by H the Hermitian matrix corre
sponding to the Hamiltonian of a system. These matrices 
will be assumed to be NXN, where N is large. The real 
and imaginary parts will be denoted by R and T, re
spectively. Since H is Hermitian, 
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Rji=Rj/' (2.1) 

T/j=- T i ;, if. j, (2.2) 

and 

TI/=O. (2.3) 

The ensemble can be specified mathematically by the 
joint distribution, P(H), for the N2 variables, R/i, i 
">--j, and Tjl' i>j. Here we shall consider distributions 
of the form 

P(H) dH =P(TrHn
) exp(- Y6 TU Il (H) dH, (2.4) 

where 

dH=TIdRl/ TI dRlkdT jk , 
; k>i 

(2.5) 

and P is a function only of traces of various powers of 
H (i. e., P is rotationally invariant). The factor Il(H) 
specifies the functional dependence of the matrix ele
ments, and can, at least in principle, be expressed 
using Dirac delta functions. 

Note that the parameter Y affects the "size" of the 
time-reversal-noninvariant part of the Hamiltonian. 
For example, if Il (H) = 1, Y - 0+ and y - + 00 correspond 
to the orthogonal and unitary cases, respectively. 14 It 
should be noted that by y - + 00 we mean 

lim r~ dT I2 ••• r~ dT N_1N P(H) 
y .. +00 ... 00 "00 

= r~ dT I2 • .. r~ dT N_1N P(TrHn)o(T) 
_00 _00 

=P(TrRn
), 

where 

o(T)= TI O(T;i)' 
i>l 

Since H is Hermitian, there exists a unitary matrix A 
such that 

H= AEAt , (2.6) 

where EiJ = OilE; and the E; are the energy levels of the 
system. The ensembles considered below will be defined 
by (2.4) where Il(H) is such that for every H the corre
sponding A can be written in the form 

A11 =e 1Cj> 
1-1 

A;I=e;Cj TI Sn 
,=1 

N">--i">--2, 

N">--i">--2, 
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* 1-1 
A/j=elej_1CjCj_l IT Sn N>i>j>2, (2.10) 

r=j 

A/-Ii -= - 5 1_1> N>i> 2, (2.11) 

Ajj=O, j>i+l, (2.12) 

where 

Sr= sin<p" (2.13) 

Cr = cos<pn (2.14) 

and 

er = exp(i<f!r). (2: 15) 

The rotation parameters, <Pr and <Pn will be restricted 
such that 

(2.16) 

and 

o ~ <f!r ~ br < 27T, (2.17) 

when r = 1, 2, ... , N - 1, and 

(2.18) 

It should be noted that A as given by (2.7)-(2.18) is not 
the most general unitary matrix. 15 Also, this restriction 
on A does not define Jl(H) uniquely. That is, the restric
tions on A imply certain functional relationships among 
the matrix elements. If we let z / denote those matrix 
elements which are taken to be dependent, then our en
sembles will be defined by choosing Jl (H) = LJI/ o[z I 
-z~(H)]. The summation over II is to allow for the fact 
(as is shown below) that the relationships between the 
matrix elements may not yield single-valued functions. 
The number of functions involved depends on the region 
considered in the matrix element space (i. e., the limits 
of integration on the independent variables). Since it is 
possible to select a different set of matrix elements to 
be the dependent variables, there is in general more 
than one ensemble [i. e., Jl (H) corresponding to the 
given restrictions on A]. 

The connection between the matrix elements of Hand 
the eigenvalues and rotation parameters is given by 
(2.6). For A as defined above it follows directly that 

H jj =cill /+E j+1, i=1,2, ... ,N, 
j-l 

H jj = e/ejC/C jlli IT 5n j > i , 
T=i 

where 
/ 

lll=6PiJ~j, i=1,2, ... ,N, 
j=1 

i-I 
Pjj=ITS~, i>j, 

T=j 

=1, i=j, 

~j=Ej-Ej+l' j=1, ... ,N, 

(2.19) 

(2.20) 

(2.21) 

(2. 22) 

(2.23) 

and where EN+l = O. These equations express the N 2 

variables, R/ j , j > i, Tij, j > i, in terms of the 3N - 2 
variablesE i , i=1,2, ... ,N, <Pn <f!n r=1,2, ... ,N-i. 
Thus at most 3N - 2 of the R;j and Tij can be chosen as 
independent variables. 
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It can be shown by direct calculation that 

IJI = IJ(J) I = 1(~11 5rC~ll~)/Ci I, 
where J is the Jacobian and where 

and 

x= (R l1 ,R22 , ••• ,RNN,RI2,R23"" ,RN_1•N , 

T 12 , T 23 ,···, T N- 1•N ) 

(2.24) 

(2.25) 

(2.26) 

Thus, provided that the range of the YI (or equivalently 
of the XI) are restricted such that J> 0 (or J < 0) there 
is a 1-1 correspondence between the variables x and y. 
Thus, if no further restrictions are imposed on the en
semble, the Xi can be used as independent variables. 

Let us now examine some of the obvious functional 
relationships between the matrix elements and the in
verse relationships between x and y. It follOWS easily 
from (2.20) that 

Yj > i. (2.27) 

Thus, the <PI's determine the relative size of the imagi
nary parts of the off-diagonal elements. Note that by 
restricting the <f!/ we can specify the number of T ii 
which are not identically zero. For example, if we im
pose the conditions qij = 0, i = 2, ... , N - 1, then T/j == 0, 
Y j > i > 1, but T Ii 10, j > 1. If we also require <f!1 = 0, we 
have an orthogonal ensemble. 

If we set j = i + 1 in (2.27), the resulting equations can 
be used to show that 

N-l 

<P/ = 6 tan-1(T ji+1/R jj+l)' i = 1,2, ... , N - 1 . (2.28) 
i=i 

Insertion of (2.28:) into (2.27) gives the T ;/R ij , j> i + 2 
as functions of the Ri/+l and Tii+l' Note that this yields 
a total of (N - 1)(N - 2)/2 independent relationships con
necting the matrix elements. 

From (2.20) it can be shown that 
. 1 

IHiiI2c~= IHjkI2C}JriS~, j>k>i. (2.29) 
T=k 

It follows immediately that 

IHjjI2/IH/kI2= IHi'jI2/IHj'kI2, j>k>i and k>i'. 

(2.30) 

There are (N - 2)(N - 3)/2 independent conditions on the 
matrix elements contained in (2.30). The total number 
of independent conditions in (2.27) and (2.30) is (N - 2)2. 
Thus, there are an additional 4(N + 1) independent rela
tionships. These appear to be of a nontrivial nature. 

The<p/, i=2,3, ... ,N-1, can be expressed in terms 
of the Hij , using (2.29). In particular, if we let j = k 
+ 1, Eq. (2.29) reduces to 

(2.31) 

Since CN =1, for k=N-l we have from (2.31) 

(2.32) 
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The CPj, i=N - 2, N - 3, ... ,2 can now be found by an 
iterative procedure using the recursion relation (2.31). 

From (2.19) and (2.20) it follows that 

(2.33) 

where 

r i = ± IHkjHjj +1 1/ IHki +1 1. (2.34) 

Inserting (2.33) into the equation 'if=1 (H jj - E j ) = 0, we 
obtain 

N_! 

E 1 =HNN - 6rj • (2.35) 
1=2 

Thus, aside from ¢1> the eigenvalues and rotation 
parameters can be found in terms of the matrix elements 
in a relatively straightforward manner. 

3. ORTHOGONAL ENSEMBLES 

In this section we consider ensembles in which every 
T iJ is identically zero (i. e., orthogonal ensembles). In 
particular, we define 

J.L(H) = [1o(TIJ)6 [1 6[R jJ - rlj)(R)], (3.1) 
J>l v J>j+! 

where the rlj) are functions of R jj and Rli+!' which are 
defined by the restriction that H can be diagonalized by 
an orthogonal matrix A of the form given by (2.7)- (2.12) 
with1Jir=O, r=I, ... ,N-l. 

The joint distribution for the rotation parameters and 
eigenvalues, p (E, ¢), is defined by 

where 

dE=[1dE j , 

d¢ = [1 dCPT> 

F(E) =P(TrH"), 

dH'=[1 dT I } [1 dRjj> 
}>i j>l+l 

(3.2) 

(3.3) 

(3.4) 

(3.5) 

(3.6) 

(3.7) 

(3.8) 

and 11 is a constant which depends on the region V R' It 
follows directly from (2.19)-(2.22), with 1Jir= 0, that 

(3.9) 

We shall define V R by the conditions 0,,; CPr"; ar "; 7T/2 
and Er>Er+l' r=l, 2, ... ,N-1. Thus, the joint distri
bution for the CPr and Er can be written as 

Port(E, CP) =1I[(~11 c r ar)/C1]F(E). (3.10) 

It follows from (2.21) and (2.22) that 

N-l A 

[1 a j = 6 bnwn(cp) an' (3.11) 
i=1 n 

where 
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and 

N-2 

wn(CP)=TI s~gr, 
r=! 

A N-l" 
a n = [1 ~/, 

r=1 

gr=N-r-l-mn 

N-l 

111r= 6 nj, r=O,I, ... ,N-2, 
i=Y+1 

=0, r=N-1, 

(3.12) 

(3.13) 

(3.14) 

(3.15) 

(3.16) 

It should be noted that bn = 0 if any nr > gr + 1. Thus, in 
(3.11) nr = 0,1, ... ,gr + 1. Note also that we have 
adopted the convention (~) = 1 if g < O. 

Inserting (3.11) into (3.10), we obtain 

where 

N-l wn(¢) =dnwn(¢) [1 C r 
r=2 

and 

The constants dn, dn, and Bn are defined as 

and 

Bn = bn (dndnt 1 
, 

respectively. 

It follows immediately that 

fort(E) = 116 Bn! n(E), 
n 

(3.17) 

(3.18) 

(3.19) 

(3.20) 

(3.21) 

(3.22) 

where !ort(E) is the joint distribution function for all of 
the eigenvalues. Equation (3.22) can be rewritten as 

(3.23) 

where 

gort(E) = 116 bnd~IA". (3.24) 
n 

Note that gort(E) is a polynomial function of the E j of 
degree N - 1. 

Since the factor gort(E) originates from the Jacobian 
connecting the independent matrix elements with the 
eigenvalues and rotation parameters, and since the 
matrix elements are linear in the eigenvalues it is clear 
that the joint eigenvalue distribution derived from any 
orthogonal ensemble of the form (2.4) will be of the 
form (3.23) where gort(E) is a polynomial function of the 
E j of degree less or equal to the total number of inde
pendent R j ,}> j"" i. Further, since any polynomial func-
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tion of the E j can be written as a polynomial function in 
the ~j, the joint eigenvalue distribution can always be 
written as a linear combination of functions of the form 
nf=1 ~;j F(E). In general, one must treat the linear com
bination term by term. 16 

For definiteness, we shall consider only one specific 
case. However, it should be clear that any term of the 
form just noted can be treated in exactly the same way 
as this particular case. 

In particular, we consider 

f(E) = lim fort(E) = it (E) 
a~ 0+ 

N-l 
= 1) n (Ej - E j+1)F(E), (3.25) 

1=1 
where 1) is the normalization constant, and where n = 1 
meansthatnr=1, r=1,2, ... ,N-1. ThiS, of course, 
serves as the first approximation to fort(E) as given by 
(3.22) when the a r are small. From (2.19) and (2.20) it 
can be seen that this corresponds to an ensemble where 
the off-diagonal elements are very small as compared 
with the diagonal elements. 

Note that there is a repulsion effect present in (3.25). 
However, it involves only nearest neighbors. On the 
other hand, it is well known that if the matrix elements 
are all independent, 

Port(E) =1)' n IEi-EjIF(E), (3.26) 
i)i 

where 1)' is the normalization constant. 17 That is, the 
repulsion effect involves all pairs of eigenvalues. One 
might expect that this difference will not show up in the 
level density and nearest neighbor spacing distribution 
as clearly as it will in the higher order spacing distri
butions, e. g., the next nearest spacing distribution. 

For definiteness, let us now assume that 

F(E)=N1aN exp(- a6Ei ), 

so that 

(3.27) 

f(E) =N1 (N -1)1 a 2N-1 n (E 1 - E!+I) exp(- a6Ei ), 
(3.28) 

If Q(E) is any function of the eigenvalues, we shall 
define its average as 

(Q)= J Qf(E) dE. (3.29) 

It can be shown that 

E nN n {r-1 - (N _ 1)' a N-M - 1 n !:2:.. 
\ 

N-l ) N , 

N T=l T - • 7=1 r"r ' (3.30) 

where 

(3.31) 

In particular, the average spaCing between the nearest 
neighbors Er and Er+l is given by 

(3.32) 

Note that the average spacing, Srm, over m consecutive 
intervals is given by 
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1 r~ - -1 Srm=- r. 
ma k=r 

Since 

(3.33) 

(3.34) 

the moments of the distribution, (E:1E~2 ••• E~N), can be 
evaluated using (3.30). For example, it is easily shown 
that 

(3.35) 

and 

(Er)=a~I(N"1+2E\-I), r=1,2, ... ,N-i. (3.36) 

If we let PN,k(E) denote the probability density function 
of the kth eigenvalue, then by definition 

PN,k(E) = J 6(Ek- E)f(E)dE. 
E1"E2" "'''EN''O 

It is easily shown that 

PN,k(E)=DN,k exp[- (k-1)aE]PN_k+l,1(E), 

where 

(3.37) 

(3.38) 

Pn,1 (E) = 1)n JE dXn j E dXn_l ••• jE dXz/<nl(X) , n > 1 
o Xn x3 

= a-I exp(- aE), n = 1. (3.39) 

Heref<nl(x) is given by (3.28) withN=n andxl=E. The 
quantities DN,k and 1)n are normalization constants. 

The global level density p(E) is defined as 

N 

p(E) = 6 PN,k(E). (3.40) 
k=1 

Since 
+~ N 

Q(E)= J Q(E)p(E)dE= 6 (Q(Ek», 
o bl 

(3.41) 

the moments of the level density, En, are given by 

N 

E n=6 (E~). (3.42) 
k=1 

The (E~) can be evaluated as mentioned above. In par
ticular, it can be shown that 

E = (2N- 1)/a. (3.43) 

When the joint eigenvalue distribution is of the form 
(3.26) with F(E) defined by (3.27), the level denSity is 
given by18 

a(E)- a(7T2aE)-1/2(2N - aE)1I2, 0 ~E ~ 2N, 
(3.44) 

-0, E>2N. 

It is easily shown that 

(En)u=N7T-1(2N/ a)n r(n + t) r(t)/r(n + 2). (3.45) 

In particular, 

(3.46) 

Thus, comparing (3.42) and (3.46), we see that when 
there is repulsion between all of the eigenvalues, the 
"center" of the energy spectrum is pushed up. 
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The joint distribution for two mth neighbors, Ek and 
E k+m, is defined by 

fk,m (Ek , Ek+m) = JX1~X2~ ••• ~ xN"O f (x)o(xk - Ek)o(Xk+m 

It can be shown that 

fk,m = T/k,m exp(- akEk) hk ,mPN_k_m+l,1 (Ek+m) , 

where 

k+m-l 

(3.47) 

(3.48) 

(3.49) 

X TI ~r exp[ - a (Ek+1 + Ek+2 + ••• + Ek+m-l)]' m> 1. 
T=k 

If we let S =Ek- Ek+m, the mth-nearest-neighbor spacing 
distribution can be shown to be given by 

plm-l)(s)_ f+«> dTf (T +S T) 
k - 0 k,m ,. (3.50) 

In particular, the nearest-neighbor and next-nearest
neighbor spacing distributions are easily shown to be 

(3.51) 

and 

p~j)(S) = ak2(J? + 1)2[(aS + 2) exp(- as) + (as - 2)] 

Xexp(- akS), (3.52) 

respectively. 

The "local" spacing distributions are defined as 

k +r-l 
p~m)(x) = (rS)"1 "6 plm)(sx), (3.53) 

i=k 

where 5 is the average nearest-neighbor spacing for the 
region [i. e., S is given by (3.33)]. Thus for a region 
where the average spacing is approximately constant 
(Le., r»k) 

(3.54) 

To our knowledge the spacing distributions corre
sponding to (3.26) and (3.27) have not been explicitly 
studied in the literature. 19 However, for those ortho
gonal ensembles for which the nearest-neighbor spacing 
distribution has been studied the distribution is linear 
in the spacing near the origin as is (3.51).20,21 On the 
other hand, for those orthogonal ensembles for which 
the next-nearest-neighbor spacing distribution has been 
studied, the distribution is quartic near the origin while 
plj) as given by (3.48) is cubic. 21 Thus, as expecterl, 
the repulsion between next nearest neighbors is now in 
fact weaker. 

It should be noted that for those ensembles which have 
been studied20,21 

(3.55) 

Comparing this with (3. 54), we see that our ensemble 
has a larger probability of large spacing. That is, the 
repulsion effect is now stronger f or large spacings. 
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4. NONORTHOGONAL ENSEMBLES 

Here we consider ensembles where not all of the T IJ 

vanish identically. In particular, we consider P(H) of 
the form (2.4) with 

J.l(H)=L){ TI o[Rjj-rIJ(H)]TI/o[Tmn-t~n(H)]}, 
v 1>1+1 m>n 

(4.1) 

where the prime means that only dependent T mn are to 
be included. The r lJ and t~n are defined by the restric
tion that H can be diagonalized by a unitary matrix, A, 
of the form given by (2.7)-(2.12) where <Pk ,<Pk , ••• ,/jik , 
1 ~ P ~ N - 1, are independent variables, an~ all other $ j 
are equal to one of the /jikr or vanish identically. 

Our ensembles will be defined by choosing the T k k + 1 
as independent variables. Thus, the product in (4. {) 'in
cludes only (m,n)40 (kr, kr + 1), Yr. It can be shown that 

(4.2) 

where 

(4.3) 

The range of EI and ct>/ will be as given above for the 
orthogonal case while 0 ~ <Pk

r 
< 27r, Y r. 

Clearly, for any case 

T1= 2 L)Ttj (4.4) 
j>i 

can be expressed in terms of E i , ct>i' and <pj by using 
(2.20). The complexity of the resulting expression in
creases as P (the number of independent /jij) increases. 
Thus, the analysis becomes more complex as p in
creases. However, one can obtain up to of order N 2 

nonzero T Ij with P = 1. Thus, it is clear that such en
sembles offer an opportunity to investigate analytically 
the effects of the number of nonzero T ij on the statistical 
properties of the system. 

For simplicity we shall consider only cases where P 
=1, (i.e., /jik =/ji, r=1,2, ... ,M, /jij=O, j40kr ). For 

r 
definiteness, let /jij=/ji, j=1,2, •.. ,M, /jij=O, j>M. 
Note that there are M(N - M) nonzero Til (1. e., i ~M 
<j). Thus, we can vary the number of nonzero elements 
from of order N (L e., M «N or N - M «N) to of order 
N 2 (Le., M"'N/2). 

It can be shown that 

N-I 

f(E, ct>, <1') = T/C1S1C2~i TI Cr~,F(E) 
r=2 

X exp(- 2yh sin2/ji) , (4.5) 

where 

(4.6) 

It then follows easily that 
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f(E, (/J}==1)'j(E, (P)Port(E, cf», (4.7) 

where 

j (E, cf» == (27Ty)1/2 Io(yT~) exp(- "T~)C1SIC2~1' (4.8) 

Here Io(z) is a modified Bessel function22 and Port is 
given by (3.17). Note that for y==O (i. e., the unitary 
case), 

(4.9) 

Let us consider first the case M« N. Since we expect 
only the details and not the conclusions to differ for 
different M, when M is small, we take M == 1 for sim
plicity. For this case, (4.8) Simplifies to 

where 

h ((3) '= ..;z:rr {3Io ((32) exp( - (32) , 

(3== Vy~lCISI' 

and 1) is a normalization constant. Note that 

as (3- +00. Since 

lim J G(E, cf»f(E, cf»dEdcf> 

== J G(E, cf»Port(E, cf»dE dcf> 

(4.10) 

(4.11) 

(4.12) 

(4.13) 

(4.14) 

for any well-behaved function G, it is clear that there 
is a measurable region where (4.13) does not hold. 23 
From (3.17) and (4.10) it follows that the joint eigen
value distribution is given by 

f (E) == 1)6 BJn(E)omoN-l, 
n 

(4.15) 

where 

fn(E) ==hn(Ep E2)fn(E) , (4.16) 

hn(EI' E 2) '= ((I dcf>lS~Kl r2dcf>~~K2 C~h({3»/d~, (4.17) 
o 0 

and 

Clear ly, limy~ +~ hn (E) == 1, so that 

(4.19) 

as y-+oo. 

A detailed analysis of f(E) entails a detailed analysis 
of hn (E1, E2). For simplicity we shall again limit our 
discussion to the case when ar -0+,Vr. 24 Clearly, for 
other ensembles a similar analysis can be done on a 
term by term basis. 

It follows easily that for a - 0+ 

(4.20) 

where it is defined by (3.25) and where A is the normal
ization constant. For definiteness, we again assume 
that F(E) is given by (3.27). Thus, 

N~l 

f(E) == (N! (N - I)! O'2N /2Hl n ~I exp(- 0'.0 E i ). (4.21) 
i =1 
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One thing which is immediately obvious at this point is 
the fact that 

(4.22) 

In particular, the limit as y- + 00 and al - 0+ depends on 
the order in which the limits are taken. 

An analysis of (4.21) is analogous to that given above 
for ft (E). In fact many results can be obtained easily 
from those given above for ft. In particular, if we let 

[ Q ] '= J Q f(E) dE, 

then whenf(E) is given by (4.20), 

[Q] == (~IQ)/ (~I)' 

Thus, in particular, from (3.30) it follows that 

N-l 
[E;N n ~;r-l] 

r=1 
N 

==fi(N-l)! O'N-M+l(nl +1)! n (nr!/rnr ) 
r=2 

(4.23) 

(4.24) 

(4.25) 

(4.26) 

An immediate consequence of (4.26) is that all mo
ments for any local spacing distribution (where EI is not 
involved) corresponding to (4.21) will be identical to 
those for the orthogonal ensemble. Further, it can be 
shown that if {En} are the moments of the level density 
associated with (4.21), then 

{En}==En + ([Ej] - (Ej», 

O":[Ei]-(Ej),,:i(Ei), vn~O, 

and that 

(Ei)/ff'- (InN)jN, n == 1, 2. 

Thus, forsmalln, {En}-En as N-+oo. 

(4.27) 

(4.28) 

(4.29) 

When M-N/2, the analysis is in general much more 
difficult than for small M (except, of course, for the 
limiting case ar - 0+), and at this point the conclusions 
are much less definite. It is clear that since TN involves 
M + 1 eigenvalues the statistical properties will in gen
eral differ significantly from those of the corresponding 
orthogonal ensemble. 

It would appear that, in order to obtain specific con
clusions, one would have to resort to numerical calcu
lations. Since the primary purpose here was to intro
duce the above ensembles, we shall not pursue this 
case further, other than to note that, as yT~ - + 00, 

(4.30) 

where 

JM(E, cf» '= 1)'C1SIC2~IT NI
• (4.31) 

Thus, there is a measurable region where (4.30) does 
not hold. 

In conclusion, it should be noted that the ensembles 
we have considered above can be generalized. In partic
ular, one can generalize the class of unitary matrices 
A, which diagonalize H. While this would tend to make 
any resulting conclusions more generally applicable, it 
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would at the same time make the resulting joint distri
bution for the eigenvalues and rotation parameters much 
more complicated than those given above. Since the 
motivation for introducing the above ensembles was 
based on the fact that such ensembles are relatively 
simple and at least offer some hope of obtaining analytic 
results, such a generalization does not seem desirable 
at this point. 
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Neutrinos and Bianchi I universes 
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We find that Bianchi I universes allow neutrinos only in the special case B = C*A, and the neutrinos must 
be "ghost." The solution is a special case of the Kasner solution. We also discuss massive neutrino 
solutions in Bianchi I universes. In an appendix we discuss the lack of a BirkhotT-type theorem for plane 
symmetry. 

In this paper we are interested in the much studied 
Bianchi I type universe described by the metric 

ds 2 =A2 dx2 + B2 dy2 + C2 dz2 - dt2, (1) 

where A, B, and C are functions of t only. For 
A "* B"* C we find this metric does not allow neutrino 
solutions. For the notation and theory we refer the 
reader to our previous work. 1-3 

If we specialize the metric to the case B = C "* A then 
this metric allows only "ghost neutrinos" (vanishing 
energy and momentum). 1 Since the gravitational field 
in this case is determined by the vacuum field equa
tions, the solution is a special case of the Kasner 
metric 

By a coordinate transformation this can be brought to 
the form 

(2) 

ds2 = (kt + 1)-1/2 (dx2 - dt2) + (kt + 1)(dy2 + dz2), (3) 

where k is a constant. This is the time-dependent plane
symmetric ghost neutrino solution that is the counter
part of our static plane-symmetric ghost neutrino solu
tion presented elsewhere, i. e., the type D "ghost neu
trino" solution is plane-symmetric but can be either 
static or the time-dependent solution given in 
Eq. (3).1-3 

We note in passing that the vacuum solution (3) re
quires an extension of Taub's theorem: "A spacetime 
with plane symmetry which is a solution of the vacuum 
field equations admits a coordinate system where the 
line element is independent of t, that is, is static.,,4 
In the Appendix we discuss this further. 

The last case A = B = C, the zero curvature 
Robertson-Walker metric, also does not allow 
neutrinos. 5 

Recently we have discussed massive neutrinos in 
general relativity. 5 The zero curvature Robertson
Walker metric allows massive neutrinos, the solution 
being the Einstein-deSitter dust solution. 5 The general 
Bianchi I massive neutrino solution is found in the same 
way and is in fact the Heckmann-Schucking solution6 

with their 9KM/2 replaced by the constant k 3 found in 
ReL 50 

Further results for neutrino solutions in other 
Bianchi universes may be found in Ref. 7. 
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APPENDIX 

We will use Taub's notation4 in the following proof. 
Consider the case of 

j"=g"=O, (Al) 

where 

A2 = (f+g)-1/2, (A2) 

B 2=C2=j+g, (A3) 

j=j(x + t) =c1 (x + t), (A4) 

g=g(x- t)=C2(X- t). (A5) 

The primes denote derivatives with respect to the 
arguments and c1' c2 are arbitrary constants. The co
ordinate transformation 

x + T = (2/k)[C1 (x + t) - 1/2], 

X - T= (2/k)[C2(X - t) -1/2], 

Y=y, 

Z=z, 

(A6) 

(A7) 

(A8) 

(A9) 

where k is an arbitrary constant transforms the metric 
to 

ds2 = ~ (kX + 1)-1/2(dX 2 - dT 2) 
4C1C2 

+ (kX + 1)(dy2 + dZ2). (Al0) 

If c1 and C2 are both positive or both negative, the 
metric is the static vacuum solution, i. e., X is a 
spacelike coordinate. If either c1 or c2 is negative, the 
metric is the homogeneous vacuum (special Kasner) 
solution, i. e., X is the timelike coordinate. In Ref. 4 
only the former case is considered. We can combine 
both cases into the theorem: "A spacetime with plane 
symmetry which is a solution of the vacuum field equa
tions admits a coordinate system where the solution 
is either the static solution of Refs. 1-4 or the special 
Kasner solution in Eq. (3)." 

When one solves the vacuum field equations in the 
case of spherical symmetry, one finds either the time
dependent homogeneous solution inside the Schwarzschild 
sphere or the exterior Schwarz schild solution outside. 
No assumption is made that the variable r occurring in 
the metric is spacelike or timelike. These two solu-
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tions are joined across the Schwarzschild surface r = 2m 
to form a solution to the vacuum field equations every
where outside the real singularity at r = O. Thus, we 
arrive at the Birkhoff theoremB; 

" ••• any C2 solution of Einstein's empty space 
equations which is spherically symmetric in an 
open set V, is locally equivalent to a part of 
the maximally extended Schwarzschild solution 
in V." 

However, this joining apparently cannot occur in 
plane symmetry. Here, one has the special Kasner 
solution for all t between the real singularity t = - 11k 
and infinity or one can have a static solution between 
the real singularity x = - 11k and infinity. There is 
apparently no natural way to join these two solutions 
and obtain a solution in an extended manifold. Therefore, 
plane symmetry does not have a Birkhoff-type theorem 
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as in spherical symmetry. The vacuum solution in the 
case of plane symmetry is not unique; i. e., it can be 
either static or homogeneous anywhere. Of course, the 
vacuum plane-symmetry solutions does allow a fourth 
killing vector just as in the case of spherical 
symmetry. 9 
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Optimal factor group for nonsymmorphic space groups 
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The construction of the irreducible representations of single and double nonsymmorphic space groups is 
discussed. The proof is given that for any symmetry element where the nonsymmorphism plays a role there 
is a finite group of lowest order such that its irreducible representations engender all the allowable 
representations of the little group. For most high symmetry elements the order of this optimal factor group 
is only twice the order of the corresponding point group of the wave vector. The computational advantages 
of using this group instead of other known factor groups are stressed. 

1. INTRODUCTION 

All known methods suggested for finding the irreduci
ble representations (hereafter IRREPS) of nonsym
morphic space groups do not start from a detailed anal
ysis of the interaction between the primitive transla
tions and the space operations containing both a point 
.part and a nonprimitive translational part, although 
this phenomenon is at the heart of the nonsymmorphic 
degeneracy, the so-cC\-lled sticking together of disper
sion relations on the surface of the Brillouin zone. 1.2 

The projective representation method, 2.3 leaving the 
ordinary representation theory, enters a domain where 
some simple and familiar concepts, as, e. g., the 
class-IRREP relation, are lost; it deals on a different 
basis with translations and with rotations for the trans
lational part of the little group Gk is described only by 
multiplicative phase factors while its point part is 
r-epresented by matrices. 

The extension method4 uses the technique of finding 
a group G from a group P to which G is homomorphic 
with a given group H as a kernel; this technique is 
applied in order to find the allowable representations of 
Gk but again the roles of translations and of rotations 
are structurally different so that no insight is possible 
into the aforementioned interaction. 

A third approach is the induction method5• 6 that fully 
exploits the solvability property of space groups 7: It is 
of global nature and it finds the allowable representa
tions of GIr. in an over-all way. It may be useful in auto
matic implementations,6 but it limits almost com
pletely any insight into the elementary causes of non
symmorphic degeneracy. 

The most popular approach is the factor group 
method, 8-11 which finds the allowable representations 
of Gk from some ordinary representations of a factor 
group simply related to the point group of the wave 
vector G~. The presently known methods in this last 
class have two distinct disadvantages: The order of the 
factor group for most symmetry elements is higher 
than necessary, and, moreover, this order may depend 
on k in such a way that pOints on the same symmetry 
element have factor groups of different order. Clearly 
both from a physical and from a computational point of 
view this is largely unsatisfactory. 

In this paper we propose a new factor group method 
that overcomes both these inconveniences, and we 
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demonstrate that it is possible to define an optimal 
factor group that reduces to a minimum the amount of 
computational work required by a method of this class. 

With this optimal choice the allowable representations 
of Gk, for all symmetry elements where nonsym
morphism plays a role, are found from the IRR EPS of 
another group QJr. whose order is almost always twice, 
and never greater than six times, the order of the point 
group G~. The operations of Qk are the cosets, of a 
suitable translation subgroup, whose representatives 
are the operations (a I 7(0')), a E G~, together with the 
products between them and some primitives tranSla
tions whose images form a cyclic subgroup of order 
2,3,4,6. The optimal factor group QJr. is the group of 
lowest order taking into account the interplay of primi
tive and nonprimitive translations via point operations, 

We divide our exposition as follows: In Sec. 2 the 
basic concepts about subduced and induced representa
tion theory are summarized; in Sec. 3 the algorithmic 
tools and the corresponding requirements for factor 
group methods are described; in the subsequent section 
the group theoretical proof of our factor group choice is 
given; then Sec. 5 contains an example and the quantita
tive comparison of the computational weight for differ
ent factor groups ; the last section contains the 
conclusions. 

2. INDUCED/SUBDUCED REPRESENTATIONS AND 
SPACE GROUPS 

It is well known that the exigence of describing the 
physical properties of crystals in terms of the Brillouin 
ZQne compels the labelling of the IRREPS of the space 
group G by the labels of the IRREPS of the translation 
subgroup. 

An exhaustive answer to this problem is given by that 
part of group representation theory dealing with con
struction of the IRREPS of a group G starting from the 
IRREPS of a normal subgroup T of G. The general 
procedure found in Refs. 11, 12 involves the following 
manipulations: 

- First we construct all the IRREPS y = {d(t)} of T 
and we group them in different orbits of T in G, i. e., in 
sets of IRREPS of T such that any set contains simul
taneously y={d(t)} and all nonequivalent y' = {d'(t) 
=d(g-ltg)} for all g r::. G. 
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-For every orbit we execute the remaining steps: 

-We choose an arbitrary element Yl",{d1(t)} of the 
orbit and we find its little group L(Yj), i. e., the sub
group of C such that for all its elements 1 the rnREPS 
Yi"'{dj(t)=d j (l-ltl)} of T are equivalent to Yj; 

-then we construct all the allowable representation 
of L(Yj), i. e., the rnREPS of L(Yj) that, when sub
duced to T, are a multiple of the rnREP Yj; 

-finally for every allowable representation of L(Yl) 
we induce in C a representation that is irreducible. 

The rnREPS of C induced by the allowable representa
tions of the same little group L (yJ form a so-called 
associate set of representations of C, 11 and we will say 
also that they are associated with the orbit of Yj in C, 
a notion we will use extensively in Sec. 4. 

Clearly the procedure breaks down for Yl such that 
L(Yj) = C; anyway it faces us with the problem of find
ing the allowable representations (not all the IRREPS) 
of little groups and the various methods for construct
ing the rnREPS of space groups differ only in the way 
chosen for this problem. 

For space groups the normal subgroup T is the 
Abelian subgroup of translations whose IRREPS are 
labelled by a k not outside the Brillouin zone (BZ), while 
the different orbits are labelled by a k not outside the 
irreducible segment of the Brillouin zone (IBZ). The 
little group of Yk is indicated by Cit and contains all 
space operations (a I r(a) + m), whose point part trans
forms k into itself or into an equivalent vector. The 
group Co:::; C/T is the point group of C and similarly the 
group C~ '" CJT is the point group of the wave vector k. 

As is well known, 13 if Cit is symmorphic or if k is 
within the BZ, then the construction of its allowable 
representations poses no problems: They are simply 
found from the IRREPS {Dj(a)} of C~ as 

Dltj«a I ria) + m») = exp[ - ik· (r(a) + m»)Dj(a). (1) 

Furthermore, this relation holds also for a nonsym
morphic Cit and k lying on the surface of the BZ if all 
the operations a E: C~ transform k into k + K with K 
orthogonal to r(M for all /3 E: C~o In particular this 
happens when all such K are zero, i. e. , when there is 
a C~.:2 C~, k' lying inside the BZ. This happens, for 
instance, to the edge K- Wand to the vertex K of fcc 
crystals. 

Therefore, a nonsymmorphic space group C requires 
a special treatment only for the Cit'S satisfying the 
following conditions: Cit is nonsymmorphic, k lies on 
the surface of the BZ, and at least one element of Cit 
transforms k into an equivalent vector k + K with Knot 
orthogonal to all 7"(/3), {3 E: C~. 

3. FACTOR GROUP METHODS 

In the previous section we have shown that the prob
lem of nonsymmorphism amounts to finding the allow
able representations of C ... for most high symmetry ele
ments on the surface of the BZ. 

If we now consider that there are 157 nonsymmorphic 
space groups and at least an average of 10 surface 
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elements for each group we reach -1500 little groups 
Ct , every Ct having an average of, say, four allowable 
representations. Even assuming only one-dimensional 
IRREPS and an average of ten distinct point operations 
in Ckl we obtain 60000 complex numbers, without 
speaking of double and magnetic space groups. This 
implies a large amount of tables so that their realiza
tion and the search for data may be inefficient and un
reliable. It seems therefore highly preferable to have 
an algorithm that can generate automatically the allow
able representations than to store all this data for a 
subsequent search. 

A basic tool necessary to solve this problem is an 
algorithm for the, possibly automatic, generation of all 
the rnREPS of a finite group. 

As is shown in Ref. 14, exact (integer arithmetic) 
algorithms for IRREPS construction are presently 
available only for symmetric groups while for other 
groups it is necessary to resort to approximate (float
ing-point arithmetic) algorithms, where the non
linearity of the problem increases the difficulties. An 
exact algorithm exists only for characters of ordinary 
IRREPS15 so that a practicable algorithm consists of the 
exact generation of irreducible characters followed, for 
instance, by the approximate decomposition of the 
regular representation using projection operators. 16 

The computational weight of this algorithm is propor
tional to the fourth power of the order of the group for 
the approximate decomposition and to the fourth power 
of the number of classes for the exact character 
generation. 

It follows that the highest efficiency, for a constant 
number of classes, will be reached with the lowest 
order group such that all the allowable representations 
of Cit are found from its rnREPS. It is also clear that 
this lowest order group will be the most suitable for 
getting an insight into the geometrical machinery of 
nonsymmorphism. 

We now briefly describe the factor group choice 
proposed in Ref. 8. 

Since the matrices of any allowable representation 
DA of Cit are the images of the elements of Ck in the 
homomorphism Cit - DA with kernel containing the nor
mal subgroup Tk"'{(E I m) I exp[- ik· ml = 1}, it follows 
that all these representations are engendered by some 
IRREPS of the factor group CJTt • Clearly some 
IRREPS of CJTk engender IRREPS of Ck that are not 
allowable. 17 The order of the factor group is 

Expressing k as (1I/1'I)gl + (U2/V2)g2 + (Us/U3)gs, IIi and 
Vi being relative prime integers, IIi < Vi and the gi the 
reciprocal lattice primitive vectors, we find 

(2) 

(3) 

where a t\ b is the least common multiple of a and b. 
Therefore, the order of the factor group CJTt depends 
on k in such a way that different points on the same 
symmetry element have factor groups of different 
order. 
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Another factor group has been proposed in Ref. 10 to 
overcome such a disadvantage, but the order of this 
group is still not minimal. 

In the following section we will show that it is possi
ble to define a lowest order factor group whose order 
depends only on the symmetry element and such that it 
reduces the study of nonsymmorphism only to its 
analysis on the vertices of the IBZo 

4. OPTIMAL FACTOR GROUP 

Definition: Given two points hand k belonging to the 
IBZ of a space group G, h is said to be compatible with 
k when G~ d G~ and ah = h + K, ak = k + K with the same 
reciprocal lattice vector K for any a EO G~. 

Theorem: If h is compatible with k, then the set of 
all the allowable representations of the little group Gt 

is in a one- to- one onto mapping with the set of all the 
representations of the group Gt associated with the 
orbit of Yh in Gt . The one- to- one onto mapping is given 
by 

Dti «a! T(a) + m)) 

= exp[i(h - k)· (T(a) + m)]Dh;«a! T(a) + m». (4) 

Proof: Step 1: Under the conditions of the theorem and 
if G~ = G~, the relation (4) defines a one- to-one onto 
mapping between the set of the allowable representa
tions of Ck and that of Ch• In fact let us suppose {Dt ;} is 
an allowable representation of Gt ; then from the irre
ducibility of the representation {Dc;} follows the irre
ducibility of the set of matrices {Dh;}; from the allow
ability of the representation {Dtj} and from the mapping 
it follows that the set of matrices {Dh;} subduces on T 
a multiple of Yh' Furthermore, the mapping implies 

Dhi«a! T(a) + m»DhiW3! T([3) + n» 
= exp[ - i «h - k) - a-1(h - k» . 7(f3)] 

xDhi «af3! T(a) + m + a (T«(3) + n») 

for all the operations of Ct , and owing to the com
patibility of h with k the phase factor is always 1 so that 
{Dh;} is a representation of Gh• Interchanging hand 
k the same reasoning shows that the one-to-one mapping 
is onto. 

Step 2: The application of Step 1 to the space group 
Gt completes the proof. 

Corollary: If h is compatible with k and if 
{~i«a I T(a) + m)Th)} is an IRREP of CJTh that en
genders an IRREP of Ct associated with the orbit of Yh 

in Ct , then the set of matrices {exp[i(h - k)· (T(a) + m)] 
x~; «a I T(a) + m)Th)} engenders an allowable represen
tation of Gt . 

Noting that if Gg;;: G~ and (h - k) within the BZ h is 
compatible with k, then the previous corollary lets one 
find all the allowable representations of Gt , for any k 
not a vertex, from the IRREPS of CJTh, where h is a 
vertex of the IBZ lying on the same symmetry element 
of k: Thus O(T/Th ) is always lower than oCT/Ttl. By 
chOOSing among the possible vertices one that gives the 
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lowest o(T/Th) we have the optimal factor group 
Qt=CJTh• 

The study of symmetry for pOints k on edges or on 
faces of the IBZ is therefore reduced to the study of fac
tor groups Qt, h being a suitable vertex compatible with 
k. 

All the preceding results are extended to double non
symmorphic space groups in a simEle way. This leads 
to the double optimal factor group Qk defined as the 
factor group of the double little group Gt with its nor
mal translation subgroup T h, Qt = eJ T b, T h being the 
same normal subgroup used for the single optimal fac
tor group Qt. An analogous extension is possible for 
magnetic nonsymmorphic space groups. 

5. COMPARISON AND EXAMPLE 

From the possible values of the coordinates of a 
vertex of the IB Z6 and from the relations (2)- (3) it 
follows that °Qt = sOC~, s being equal to 2,3,4,6 and 
for most symmetry elements equaling 2. Furthermore, 
the multiplication table of the group CJTh gives the 
multiplication tables for all the groups GJTh, k being 
a point, not a vertex, with which the vertex h is 
compatible. 

By comparing the optimal factor group Qt with GJTt ,8 

it follows immediately that if k is a vertex of the IBZ, 
then the two groups coincide, but if k is not a vertex, 
then the best choice of k among equivalent pOints leads 
to the double optimal factor group Qk defined as the 
the order of Qt for symmetry lines, and at least four 
times the order of Qt for symmetry planes. A similar 
comparison of Qt with the factor group proposed in 
Ref. 10 shows that the order of the latter is greater 
than the order of the former by a factor equal to the 
greatest common divisor of vi> V2, v3, where 
h= (U/Vl)gl + (U2/V2)g2 + (Us!V3)g3, It; <v;. In addition 
the two groups coincide only for integers v1> v2, v3 
relative prime. For instance, the order of the optimal 
factor groups for the three vertices X, S, and R of the 
Simple orthorhombic system, is always double the 
order of the corresponding point group while the order 
of the factor group proposed in Ref. 10 is, respectively, 
two, four, and eight times the order of the correspond
ing point group. 

It is worthwhile to remember that a simple factor of 
2 in the order of the factor group reduces the efficiency 
of the algorithm for IRREP construction by a factor of 
16. 

As a Simple example of the optimal factor group 
method, let us obtain the allowable representations of 
the little group CD for the space group D~~ (Pnmal, D 
being a point on the edge D of the IBZ. According to 
standard notations a, b, c are the direct lattice primitive 
vectors and gl' g2, g3 are the reciprocal lattice primitive 
vectors so that 

D=~gl+rg2' O<r<~, 

G~ OO{E, q, aX, aZ
), T(Cn = ~b, 

T(a") = ~(a + b + c), T(a Z
) = ~(a + c). 
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TABLE I. Multiplication table of QD. 

R j R2 R3 R4 

R j R j R2 R3 R4 

R2 R2 R j tR4 tR3 

R3 R3 R4 t tR2 

R4 R4 R3 R2 R j 

The vertices lying on the line D are X = tg1 and 
S=t(gl +g2) so that O(TITx) =2 and O(T/Ts)=2. We 
choose h =X thus Q D = G olT x, where (E 1 m) = (E 1 Inla 

+ J/1 2b + 1n3C) E T x when inl is even. Let us indicate with 
R1, Rz, R 3, R 4, t the cosets of T x that have coset rep
resentatives (Elo), (QI1'(Q)), (0'11'(0')), (OZI1'(02)), 
(E 1 a). 

As easily verified, t2 = Rl and t commutes with any 
element of QD, so that the multiplication table of QD 
may be directly obtained from its exaustive part shown 
in Table I. 

This table shows the group Q D is not Abelian and, be
cause °Qo = 8, Qo will have four one-dimensional and 
one two-dimensional IRREPS. The one-dimensional 
IRREPS of Q D are engendered by the IRREPS of Go and 
therefore they must be discarded. The only IRREP 
associated with the orbit of "(x in Go is the tWO-dimen
sionalone. 

In order to find this IRREP, let us apply to the group 
Q 0 the concepts of orbit, of little group, and of repre
sentations associated with an orbit. From the multi
plication table it follows that the direct product group 
.U=:{Rb R2}x{Rj,t} is a subgroup of Qo of index two and 
hence a normal subgroup. The two IRREPS of ;VI, "(1 

and 1'2 odd with respect to the element t are shown in 
Table II and they constitute an orbit, for R':/ R2R3 == R 4. 
The representation D1 of Q 0 associated with the orbit of 
"(j is induced by fj' Then the matrices of this IRREP 
are found immediately and are given in Table III. 

Finally the set {exp[ - irg2' r(QI))Dl «QlI r(QI))T x)} 
engenders the unique allowable representation of G D. 

6. CONCLUSIONS 

We have shown that for any nonsymmorphic little 
group it is possible to construct by very simple rules an 
optimal factor group of lowest order and such that some 
its IRREPS engender all the allowable representations 
of the little group. 

This optimal factor group allows one to face the prob-

TABLE II. Irreducible representations of ]V! ""{Rj,RJ 
x{R lo t} that are odd with respect to t, 

R j R2 tR2 

1'1 -1 -1 

1'2 -1 -1 
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TABLE III. Irreducible representations of QD associated with 
the orbit of'Yj in Qn. 

R j R2 R3 R4 

Dj 1 0 1 0 0-1 o 1 -10 
o 1 0-1 1 0 1 0 0-1 

XOj 2 0 0 0 -2 

lem of nonsymmorphism by making use only of the 
simple and well-known concepts of ordinary represen
tation theory, e. g., the class concept, the relation be
tween classes and IRREPS, the relation between the 
IRREP dimensionalities and the group order, the notion 
of direct and semidirect products. 11 

It is worth-while to note that this results may be also 
obtained by means of the projective representation the
ory18 using the concepts of central extension of a group, 
of lifting of a projective representation into an ordinary 
one, and of projecting an ordinary representation into 
a projective one. 19 

However, we have preferred the Simpler approach of 
ordinary representation theory because this theoreti
cal instrument, which has proved so fruitful in molecu
lar and solid state physics, seems the most suitable to 
give a physical answer to the not yet solved problem 
of the sticking together of dispersion relations on the 
surface of the BZ, 

This paper is also intended as a step in this direction 
and further work is in progress. 
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Wave operators for multichannel scattering by long-range 
potentials 

W. W. Zachary 

Naval Research Laboratory, Washington, D.C. 20375 
(Received 29 December 1975) 

The methods of Alsholm in single channel scattering are developed so as to apply to multichannel 
scattering. For a large class of long-range potentials we prove the existence of partially isometric wave 
operators, intertwining relations, and the orthogonality of the ranges of these wave operators for distinct 
channels. 

1. INTRODUCTION 

In multichannel scattering relatively little work has 
been done on the proof of existence and/or completeness 
of wave operators for scattering systems with long
range potentials, i. e. , those decreasing at infinity 
slower than I XI-1- E

, E> O. The investigation of such 
scattering systems has thus far been confined to cases 
in which the potentials are Coulomb or asymptotically 
Coulomb. 1-6 The convergence of momentum observables 
in the Heisenberg picture when the Hamiltonian contains 
long-range repulsive potentials was established for the 
N-body problem by Lavine,7 but the existence of the 
corresponding wave operators was not proved. Postula
tional schemes for multichannel scattering to accom
modate general long-range potentials have been proposed 
by Prugovecki8 and by Amrein, Georgescu, and 
Martin. 9 

In contrast with the situation in multichannel scat
tering, wave operators for long-range potentials have 
been thoroughly investigated in the single channel 
case. 10,11 In particular, quite general results have been 
obtained by Alsholm, 12 who improved upon earlier re
sults of Buslaev and Matveev.'13 The methods of Alsholm 
and Kato14 have recently been extended to treat the prob
lem of scattering by long-range time-dependent 
potentials. 15 

In the present paper, we apply Alsholm's methods to 
the case of multichannel scattering and, for a large 
class of long-range potentials, prove the existence of 
partially isometric wave operators, the orthogonality 
of their ranges for distinct channels, and intertwining 
relations. 

In Sec. 2 we formulate the problem giving the motiva
tion and definitions leading up to the stat~ment of our 
results, which are then proved in the succeeding sec
tions. Because of the length of the proofs, it is desir
able to split the estimates into two types. In Sec. 3 we 
consider those which can be reduced to an application of 
Alsholm's estimates in single channel scattering. Sec
tion 4 then deals with those estimates which cannot be 
so reduced. 

2. FORMULATION 

We will consider an N-body (N?:- 3) scattering system 
conSisting of spinless distinguishable particles de-

1056 Journal of Mathematical Physics, Vol. 17. No.6, June 1976 

scribed by the formal Hamiltonian 
N 

- r; 2t:.Xl + 6 Vjj(X j -x) 
j=1 mj l"'j(j"'N 

(2.1) 

in which the two-body local potentials have decomposi
tions of the following form: 

Vlj (· )=VI /( 0) + VI /(.); 

where the short-range part Vlj S satisfies 

I Vfj(x)1 ~ C(1 + I xl )-l-E(I}) 

(2.2) 

(2.3) 

for some constant E(ij) (depending upon i and j in general) 
such that 0 < E(ij) < 1. For the long-range part Vj / we 
assume that the partial derivatives V'kV L (x) exist and 
satisfy 

I V'kVI/(X) I ~C(I+ Ixl)-k-O<k(I}), (2.4) 

o ~ k ~ M < 00, for nonnegative integers k and M. 

The real-valued constants {a-k(ij)}:=c (1 ~ i < j ~ N) are 
called decay exponents. We will take over Alsholm's 
assumptions12 concerning these exponents except for 
some trivial changes necessitated by the fact that we 
allow k = 0 in (2.4) whereas he does not. This point will 
be discussed in more detail below. For the reader's 
convenience, we summarize these conditions as follows, 
suppressing the dependence on i and j: 

l?:-ao>O, l+a 1 >0, k+ak>l for 2~k~M. (2.5) 

Defining dk = [k + akl and Pk = k + a k - dk for 1 eS k eS M 
with the condition M?:- m + dm + 1 for some positive in
teger m?:- 1, we assume 

a2 > 0, 

and when m?:- 2, 

ka1 + a k+2 > max{O ,Pk+2(a1 - Pk - £3(d/l+ 2 + Pk + 2)), 

Pk+2 + a 1 - 1 - Pk - f3(dk+2 + Pk + 2)} 

(2.6) 

(2.7) 

for 1,.; k,.; m - 1 and some P
k

?:- 0 such that Pk + dk+2 + m 
~M. When m?:- 2, 

(k - 1)a1 + f3'(2) + a k+1 > Pk +1(f3'(2) - Pk - f3(dk+1 + Pk + 3)) 

(2.8) 

for 1 eS k eS m - 1 and some Pk?:- 0 such that Pk + dk+1 + m + 1 
";M. 

For m ?:-1, 

mal + am> max{l, 1 + Pm(a1 -P - (3(dm + P + 2)), 

Pm + a 1 - P - {3(dm + P + 2l} 
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for some p?>O such thatp+dm+2~M. 

The significance of the positive integer m will be 
made clear presently, and we have used the notation 

(2.10) 

where 

min (s a 1 + a k+S)' h?> 0, k ?> 1, h + k ~ M, 
Q:Es"'h 

0,.-1, h = - 1, 2 ~ k ~ M + 1, (2. 11) 

£1'1' h=-I,k=1. 

In later developments we will need to consider poten
tials of the following form 

V J J (x)= 6 Vlj(x), (2.12) 
1 2 IE JI 

jE J2 

in which] 1 and] 2 denote certain disjoint sets of posi
tive integers. By using the relations (2.2)-(2.4) for the 
potentials Vii' it is not difficult to show that similar re
lations hold for the potential defined by (2.12). We find 

v J1]2(X) = VJ1J2 (x) + V\J2(X), 

where the short and long range parts satisfy, 
respectively, 16 

(2.13) 

IVS]J(x)I=1 6 vt(x)I~C(I+lxl)-l-., (2.14) 
1 2 IE]l 

jE J2 

IVkVJ] (x) I = I 6 Vkvt(x) I ~C(I+ Ixl)-k-"'k, 
1 2 IE J1 

jE]2 

(2.15) 

with 

and 

E = mine(ij) 
IE]1 
fE]2 

O'k= min O'k(ij) , O~k~M. 
IEJ1 

JE]2 

(2.16) 

(2.17) 

Moreover, it is easily seen that if each decay exponent 
ak(ij) (iE]l> jE]2' 0,;; k,;; M) satisfies (2.5)-(2.9) then 
the decay exponents O'k defined by (2.17) will also satis
fy conditions of the form (2.5)-(2.9). 

The decompositions (2.2) and (2.13) are clearly non
unique. As has been discussed in the case of single 
channel scattering by long range potentials, 10,12,14 this 
fact leads to the existence of nonunique wave operators 
as we shall see later. Moreover, as also happens in 
single channel scattering, there is a clear connection 
between this source of nonuniqueness and the nonunique
ness of wave operators previously discussed from the 
algebraic point of view. 9 

It is easily seen from (2.2)-(2.4) that the two-body 
potentials Vjj satisfy 

Vlj ( 0) E L2(R3) + L ~(R3). (2.18) 
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For this potential class it follows from a well-known 
result of Kato17 that the formal differential operator 
(2.1), as defined on C~(R3N), has a unique self-adjoint 
extension H with dense domain D(H) = D(Ho) on the 
Hilbert space L 2 (R3N ), where Ho denotes the unique self
adjoint extension of -~f=1(.6.x/2ml)' 

We now want to make a few remarks concerning the 
difference between our assumptions on the potentials 
Vlf and Alsholm's assumptions in single channel scat
tering. For the short range part of the potentials we 
make essentially the same assumptions as Alsholm and 
Kato.14 For the long range part, Alsholm does not make 
an assumption corresponding to the k = 0 case in (2.4), 
but instead shows from his estimates for k?> 1 that his 
potentials approach a finite (in general nonzero) constant 
at infinity. We do not follow this procedure. Indeed, it 
will be seen in Sec. 4 that our proof of the orthogonality 
of the ranges of the wave operators for distinct channels 
is not valid if the potentials approach a finite nonzero 
constant at infinity. 18 

It is clear from a combination of Dollard's formulation 
of the multichannel scattering problem for Coulomb-like 
potentialsl- 3 and of the work on more general long range 
potentials in single channel scatteringlO,12-14 how the 
wave operators are to be defined for multichannel scat
tering with long range potentials. We will follow 
Hunziker's approach in the case of short range poten
tials l9

-
21 and first prove the existence of certain opera

tors associated with cluster decompositions, from which 
the wave operators are readily obtained. Thus, for a 
cluster decomposition D={C., ... ,Cn} of the N-body 
scattering system into n?- 2 clusters, we define the 
operators n~ as 

4l~ = s-limexp(itH) exp(- itHD - iCiDl) (2.19) 
t~:i: co 

if the strong limits exist. 

Here H denotes the self-adjoint extension of (2.1) 
mentioned after (2.18) and HD the "free" (self-adjoint) 
Hamiltonian corresponding to the noninteracting 
clusters. CiD

) is a "renormalization" factor designed to 
cancel the long range effects of the potentials. We de
fine self-adjoint operators CiD)(ml by 

(CiD)(mlj) (k., ... ,kN)=ciD)(ml(k., .. ,kN)j(k., ... ,kN) 

for each jE L 2(R3N ) in their respective domains. The 
Lebesgue measurable functions C:D)(ml(k., ... ,kN) are 
defined by the recursive formulas 

C:D)(Ol = 0, c<D)(ml-6 c<D)(ml for m?-1, 
t - t,lJ (2.20a) 

I<J 

where 
t 

C(DHml=f VL (sV +vC(Dl(m-D}ds (2.20b) 
t,/j 0 If CICf s,l} • 

In (2. 20a) the summation runs over all pairs (i,j) link
ing different clusters and in (2. 20b) Vc c denotes the 
relative velocity of the two clusters C! laftd C J linked by 
i andj. 

It can be shown that the positive integer m?- 1 which 
appears in (2.7)-(2.10) and (2.20) labels the minimum 
number of iterations required in (2.20) in order to have 
the limits in (2.19) exist, just as in the corresponding 
situation in single channel scattering. 12,13 In this con-
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nection, we note that the iterations in (2. 20b) are made 
for each pair of indices (i ,j) independently, i. e. , the 
iterations do not mix in other values of i and j. If we 
were to use iterations on the total G~D)(ml as defined in 
(2. 20a) then when m;' 2 (i. e., when iterations are re
quired) the "renormalization" term for the potential V

ij 

would depend upon potentials for particles other than i 
and j. Such a situation is not desirable from a physical 
point of view. This is a new complication which occurs 
for multichannel scattering with long range potentials 
when m;' 2. It does not occur in previous work on the 
subject. We will prove 

Theorem 2.1: Consider a scattering system defined 
by (2. 1) with the interparticle potentials VIJ satisfying 
(2.2)-(2.11). Then, for each cluster decomposition D 
={C u ' .. ,Cn}, n;, 2, the limits in (2.19) exist and 
define the operators n~ as isometries on the Hilbert 
space L 2(R3N ). These operators satisfy the intertwining 
relations 

exp (itH)n~ = n~ exp(itH D)' - 00 < t < 00. (2.21) 

Let (I! denote a channel consisteneg with the decom
position D, i. e., such that each bound state fragment 
of a belongs to some cluster of D. Then the wave opera
tors n~ are defined as the respective restrictions of 
n~ to the subspace of channel states H"" i. e. , all 
vectors of H = L 2 (R3N ) of the form 

<P", =j(Xu ... ,Xn ) IT </!j' 
j:l 

(2.22) 

where fE L 2 (R3n ) and </!j denotes a bound state eigenfunc
tion corresponding to the jth fragment. In (2.22) Xj 
denotes the center of mass coordinate of the jth frag
ment and, by convention, we set </!, = 1 if this fragment 
is a single particle and call it a simple fragment. A 
nonsimple fragment is called composite. We have 

Proposition 2.1: Impose the assumptions of Theorem 
2.1 and let Q' and J3 denote distinct channels consistent 
with c luster decompositions Dl and D 2 , respectively. 
Then, the ranges of n: and n~(n;, and nii) are 
orthogonal. 

The proof of these results will be given in the follow
ing two sections. Before proceeding with this, however, 
we note that various speCial cases of Theorem 2.1 can 
be considered. As one example, sufficient conditions 
can be given in order that no iterations are required in 
(2.20), i.e., we can take m=1. These special cases 
can be easily derived in analogy with the single channel 
situation12 once Theorem 2. 1 has been proved. A simi
lar remark also holds for the property of m mentioned 
at the beginning of the paragraph following (2.20). We 
will therefore concentrate on the proof of the general 
results. 

3. BEGINNING OF PROOF OF THEOREM 2.1: 
ESTIMATES REDUCIBLE TO THOSE OF ALSHOLM 

The proof of Theorem 2.1 will occupy us in this sec
tion and most of the next. In the present section we 
isolate those estimates which can be put into a form 
whereby Alsholm's single channel estimates can be 
directly applied. Then in Sec. 4 we consider those 
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estimates which cannot be treated in this simple way, 
and for which the necessary bounds are found in a way 
suggested by Alsholm's approach in Single channel 
scatter ing. 

By the usual argument involving strong differentiabil
ity and uniform boundedness, one can verify that it 
suffices to prove that for some positive constant to, 

(3.1) 

is integrable for - 00 < t < - to and to < t < 00 for all u
D 

belonging to some dense subset of L2(R3N). It will be 
convenient to choose this subset as that consisting of 
all vectors of the form 

UD =j(~, ... ,Xn ) IT <P,(Zj) 
j =1 

(3.2) 

with Fourier transforms <Pj E C~ and where Z j denotes 
the collection of internal coordinates of the cluster C{' 
In (3.2) we take fE ~D(R3n), where we denote by S D(R n) 
the set of allfE L 2 (R3n) withjE C~(R3n) andj(k1 ,--: •• , 

kn) vanishes in an open neighborhood of each of the 
sets {~/ Mr =k/ Ms} (1 -'" r< s -'" n), where Mr and kr (1 
-'" r-'" n) denote respectively the mass and the conjugate 
momenta of the center-of-mass coordinates Xr of the 
cluster Cr' 

In the derivation of (3. 1) one uses the fact that the 
functions uD in (3.2) satisfy UDED(Ho) and exp(-itHD 
_iG~Dl)UDED(Ho)=D(H) by Kato's result as summarized 
in Sec. 2. Here we recall that G~Dl acts only on the 
function f in (3. 2) and not on the <P j' 

We will only give the proof of Theorem 2. 1 for the 
limit l - + 00, the argument for the limit t - - 00 being 
completely analogous. 

We suppose for definiteness that the n clusters of D 
consist of r simple ones and p composite ones. Follow
ing Dollard's treatment of multichannel scattering for 
Coulomb-like potentials, 1 it is convenient to split (3.1) 
into three parts corresponding to (1) interaction between 
simple clusters (particles), (2) interaction between 
simple and composite clusters, and (3) interaction be
tween composite clusters. We obtain from (3.1) 

3 

ZD (t) -'" 6 z1a l(t), (3.3) 
a=l 

where each summand has the following form: 

Here, as in (2.20), the summation extends over all pairs 
(i ,j) linking different clusters, and C i' Cj denote the 
clusters linked by i and j. Terms of the form (3.4) for 
different values of a are distinguished by the choice of 
simple and/or composite clusters for C i and C j accord
ing to the discussion preceding (3. 3). 
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We first consider the case a= 1. It is sufficient to 
consider (3.4) for a fixed (but arbitrary) pair of the r 
simple particles, say 1 and 2. Call this term Z11,\2(t). 
There will be at most a finite number of such estimates 
to obtain the final bound for Z11l(t). By introducing 
center-of-mass and relative coordinates Rand y, re
spectively, for particles 1 and 2 along with the ap
propriate conjugate momenta, we can write z11,lI2(t) in 
the following form: 

Z(l) (t)= II [v (y) - VL (- Vyt + VG(D)(m-l~J 
D,12 12 12 J.l

12 
t,12) 

xexp(-itHay -iG~~i2(m')j(Y)1I 

X Ilg(R)h(Xs, ... ,xr X1, ••• ,X,) h 'Pj II, (3.5) 
j=1 

where J.l12 denotes the reduced mass of the two particles 
and Hoy the unique self-adjoint extension of -1l/2J.l12 • 

With the conditions (2.2)-(2.11) on the potential V12 and 
noting that IE S(R3

), where S(R3
) denotes the set of all 

IE L2(R3) with JE C~(R3\{0})~ we can use Alsholm's 
single channel estimates to conclude that (3.5) is in
tegrable for to < t < ao with a suitable to> 1.22 

For a = 2,3 we follow Alsholm's technique and find by 
adding and subtracting a term, 

Z1al(t),,;z1al/(t)+c1al(t), a=2,3, 

where Z1al/ (t) is the same as (3.4) except that the super
script (m - 1) is replaced by m and 

c1"l(t) = 611 {Vti ((-VKCj _ (-VXCj ») t+VG~~jj(m1 
i(j Mc M 

j C j 

Noting that Z1"l/(t) (a=2,3) depend upon G~~jj(ml but not 
upon Gi~jj(m-l), we will hereafter suppress the depen
dence on m in our discussion of these quantities. 

We next consider estimates for Z13 )'(t). As was the 
case for a = 1, it is sufficient to consider estimates for 
a fixed pair of clusters C1 and C2 which are now, how
ever, taken to be composite. Call this quantity Z13,){2(t). 
Suppose that C1 consists of particles r + 1, r + 2, ... ,l 
and C2 consists of particles l+1,l+2, ... ,w. We will 
introduce center-of-mass and relative coordinates along 
with the corresponding conjugate momenta for this (w -
- r)-body system, leaving the coordinates of the re
maining N - (w - r) particles invariant. We write 

ZD,12(t),,; II {v,)X)-Vfw(~~=t +VG~~,>w)} 

x exp( - itHox - iG~~'>w)j(x) II 
x II g(R)h(x1, .•• ,x,.,X3 ,· • ,Xp )'P1(YT+2, .•• ,Y,) 

(3.7) 
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x exp( - itHox - iG~~,>w) 

x/(X)'P1(YT+2"" ,y,)'P2(Y1+2' ... ,Yw)1I 

Xll g (R)h(X1 , ••• ,x,.,X3,·· .,Xp )j?3 cpjll, (3.7) 

where x,R, and Yj =xj-l -Xj (i E [r+ 2,l] U [l + 2, w]) de
note, respectively, the difference of the center-of-mass 
vectors of the two clusters, the center -of -mass vector 
of the two-cluster system, and the relative (internal) 
coordinates of the clusters. In (3.7) we have introduced 
the total potential V 1W acting between the chosen clusters 
C1 and C2 in accordance with the definition (2.12). The 
quantity G~,)w is given by (2.20) in terms of this 
potential. 

We have denoted the reduced mass of the two clusters 
by J.l'w and the unique self-adjoint extension of - ~/ 
2J.l,w by Hox' The scalars {y~Ij)} have the property I y~JlI 
-'S 1 and depend only upon the particle masses. In gen
eral, they have different values for different pairs (i ,j). 
Also, we have set 

(3.8) 

in the second term of (3. 7). This device permits us to 
write the summation over the variables {Yk} in a more 
compact manner. 

Using conditions (2.2)-(2.11) on the potentials Vii 
and noting that IE S(R3

), we again use Alsholm's single 
channel estimates to conclude that the first term of (3. 7) 
is integrable for to < t < ao with a suitable to> 1, Here 
one notes that the above conditions on the VIj imply the 
conditions (2.13)-(2.17) on the potential V

1W 
as well as 

conditions analogous to (2.5)-(2.9) according to the 
discussion following (2. 17), and one makes use of the 
results noted in Ref. 22. 

Estimates for the case a = 2 follow as a special case 
of the above discussion for a= 3. One considers the 
situation in which one of the clusters C 1 or C2 is simple 
instead of composite. An expression of the general form 
of (3. 7) is obtained but somewhat simpler in structure. 

We will complete the present section by showing that 
(3.6) is integrable for to < t < ao with an appropriate to 

> 1. It is clearly sufficient to consider the case for a 
given pair of clusters C 1 and C 2. Call this term C~,\2(t). 
As in the case of Z1a )'(t) we will only consider a = 3. 
The necessary bounds for a = 2 will then follow as a 
special case. By introducing the same coordinates as 
before we can write 

C(3) (t)= IltL (- Vzt + VG(D)(m»)_ VL (- Vzt + VG(D)(m-l~)\ 
D,12 'w J.l t,lw Iw /I t,lw 

lw ~lw / 

x j(x) 1111 g(R)h(x1 , ••• ,x,., Xs, ... ,Xp) 

x 'Pl(Yr +2' ... ,Y,)'P2(Y1+2' ... ,y) TI 'Pjll. (3.9) 
J =3 
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For the moment we will assume that each Vfi E C=(R3). 
It will be shown presently that this involves no loss in 
generality. It fOllows from (2. 15) that this property then 
also holds for vtw' One easily shows from the mean 
value theorem, 23 (2.15), (2.17), the analog of (2.9) for 
the decay exponents defined by (2. 17), and the following 
estimate (valid for 1,,: m ~ M): 

I VG~~/~m)(p) - VG~~/~m-l)(p) I"" CK(l + t1- Cm-l)"1-"m), (3.10) 

that (3.9) is integrable for tK < t < 00. Here p= (PllP2,P3) 
denote the respective conjugate momenta of the varia
bles x= (X ll X2 ,X3 ) used in (3.7). 

One can establish (3. 10) as Alsholm did for a similar 
estimate in Lemma 6 of Ref. 12, showing in the process 
that these estimates are valid for p E K with K any 
compact subset of R3 - {o} and the positive constants C K 

and tK depend on K. These restrictions suffice for our 
purposes (as they also did for Alsholm) because j in 
(3.9) denotes any element of §..(R3). Following Alsholm, 
we use the estimates (3.10) under the stipulation that 
no positive integral linear combination of the OIk(ij) is 
equal to unity. It can be shown that this involves no loss 
in generality. In particular, we can assume that 0 
< 0I 1(ij) < 1. Naturally, similar remarks hold for the OIk 
defined by (2.17). In the derivation of (3.10) one also 
uses the condition 13(2) ~ 0 which Alsholm has shown 
follows from (2.6) and (2.7). 

We must now show that it is permissible to take each 
Vfj E C"'(R 3

). 24 The proof involves the same basic ideas 
as in single channel scattering, 12,14 but the argument 
becomes more involved due to the more complicated 
kinematical structure of the multichannel situation. 
Consider a fixed pair (i,j). For a potential Vii satisfying 
(2.2)-(2.4) with decay exponents satisfying (2.5)-
(2. 11) one defines the convolution Vf. = w* Vfj, where 

= 3 J -s S L 
W ~ Co (R ), w ~ 0, IIwIlLl(R~1 = 1, and sets Vii = V ij + Vij 

- Vfj· 

Then, Vij = Vfj + V7i is also a decomposition of the 
potential Vi} into short and long range parts, respec
tively, satisfying (2.3) and (2.4) with decay exponents 
satisfying (2.5)-(2.11). One has Vfj E C=(R::.2..,.. Defining 
operators ~ by (2.20) in terms of the Vfi , one 
easily shows that if the strong limits 

s-lim exp(itH)exp(- itHD - iG(DICml) 

exist, then the limits (2. 19) exist provided that the 
following strong limits also exist: 

G.= s-limexp[i(GlDJ(ml _ G~D)(ml)}. 

In order to prove the existence of the latter limits it 
suffices to show that 

11
6 {v..(tV + VG(D)(m-ll) - v~.(tV + VG(DJ(m-11)}u II 

tJ GIG. t ,i, >J G.C. t,ii D 
i< j' • , 

(3.11) 

is integrable for - 0() < t < - to and to < t < 00 with some 
to> 1 for all uD of the form (3.2) with jE §.D (R 3n). Since 
the summation in (3.11) runs over all pairs (i,j) con
necting different clusters, we can restrict ourselves 
to a fixed pair and consider the three cases of the dis-
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cussion preceding (3.3), as we have done for the pre
vious estimates in this section. For a= 1 the estimates 
are reduced to those involving potentials for a single 
pair of particles, say (1,2). The required integrability 
then follows from a result of Alsholm. 25 For a= 3 we 
have a similar type of estimate except that the potentials 
are VzLw and Vfw' such as ocS!r in (3.7). Here we have 
defined Vfw in terms of the Vfj as in (2.15). The re
quired integrability for this case again follows from 
Alsholm's estimates25 if we note, as we previously did 
in the case of (3.7), that the conditions (2.4)-(2.11) on 
the Vf

i 
imply (2. 15) and (2. 17) and also conditions on 

vtw analogous t2-(2. 5)-(2. 9). A similar argument 
applies to the Vfj and V?;;,. The integrability for a = 2 
follows as a special case of the argument for a = 3. 

This completes the proof of existence of the operators 
G±. 

4. CONCLUSION OF PROOF OF THEOREM 2.1: 
PROOF OF PROPOSITION 2.1 

We now have to consider estimates for the following 
norm which occurs in the second term of (3.7): 

WD(t)= Ilr+~,,}VlJ(x+~ y~/jIYb) - Vfj(x)}exP(-iY)j(XlxDII, 
l+l~j~w 

(4.1) 

where we have set Y = y~Dl = tHox + G~~/w and 

XD = <Pl(Yr +2 ' ••• ,Y j )<P 2 (Y j +2 , ••• ,ywl. (4.2) 

The norm (4.1) is appropriate for the case a= 3 but, 
as we have noted in Sec. 3, the corresponding object 
for a = 2 can be obtained as a special case. Using the 
decompositions (2.2), we write 

WD(t),,: wg(t)+ W/(t), 

where 

wg(t) = 6 II Vfj(x + t y~ljIYb) exp( - iY)j(X)XD II (4.3) 
r+1 E i E I b=2 
1+1:::>j EW 

and 

W~(t) = r'l~"1 II{Vfi (x + E yb<i}lyb) - Vti (x)}exp( - iY)j(xlxD II· 
l+1:::>} EW 

(4.4) 

Estimates for (4.4) will be considered first. Using the 
result proved at the end of Sec. 3 that we can take each 
Vfj E C=(R3) and the mean value theorem, we write, 

wt(t) ~ C 6 W~ ,ii (t) 

where 

r+lEi ::S;l 
l+lEj~w 

W~ ,tJ (t) = II (1 + I x + e E y~tJ )Yb I )-'_"I<tJ I exp( - iY)f(x)<fiD II 
(4.5) 

with 
w 

<fiD = 'E I Y b I XD· (4.6) 
b=2 
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Here we have used the estimate (2.4) for the potential 
gradients, and the parameter 8E (0, 1) comes from our 
application of the mean value theorem. 23 

We write the following operator identity which is 
obtained by Alsholm's technique, 12,14 

(x + 8I; Yb (lj lyb)'p exp( - iY) 

=::p(- iY)~Q(lp I) + (x+ e ~ y~ljlYb)' p] (4.7) 

This identity is derived in the momentum representa
tion using Xj = ia/apj (j = 1,2,3). We have also used the 
fact that each component of each Y~ commutes with each 
component of p and have defined 

(4.8) 

This latter quantity is the same as a similar one used 
by Alsholm12 ,14 in the single channel case except for a 
trivial change involving the reduced mass of the clus
ters, so that we will be able to take over his estimates 
involving Q to the multichannel case. The operator D in 
(4. 8) is defined byl2,14 

]
-1 a ~ 

Du= aTPT u, when u=u(x), 

a 
Dv =aTPTv, 

(4.9) 
when v = v(p), 

where J means Fourier transform. 

Since by our assumptions V7w satisfies Alsholm's 
conditions with regard to the decay exponents, we can 
take over the following estimates: 

I VkDG;~/~ml( p) I ~ C K(1 + t l - 8(k+1)) 

for k "" 0, k + m - 1 ~ M, (4.10) 

which are subject to the same restrictions concerning 
the momenta p and the decay exponents as was 
discussed in connection with (3.10). 

From (4.8) and (4.10) we conclude with Alsholm that 
Q_l( I pi) exists for I p I "* ° for sufficiently large I t I since 
j3(l) = ell > 0. 

In order to obtain bounds for each norm (4.5), we will 
'use (4.7) and an interpolation theorem of Alsholm26 

which states that if B is a positive self-adjoint operator 
(not necessarily bounded) on a Hilbert space, then for 
any U E: D(B) and ° ~ p ~ 1, 

II BOil II ~ II u Ill-p II Bll II o. (4.11) 

We will follow a straightforward variant of Alsholm's 
procedure and consider estimates for IIA~j exp( - iY)NDII, 
k"" 0, with Ali the operator of multiplication by 

(1 + Ix+ 8 t y~ij)Ybl tl. 
b0 2 

By applying (4.7) we obtain 

w 

+ t-1 11 A1;1 exp( - iY)(x + e 6 Yl, IJ ly b) 0 pQ-lj1JJD II 
~;2 
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w 

+ rlllA~j exp(- iY)(x + 8 6 y~1J lyo) 'pQ-Y<I'D II. (4.13) 
b02 

In particular, we find from (4.13), with k=O, 

w 

+ rIll 6 y~IJly~ oPQ-1N D II. 
b0 2 

(4.14) 

Using the bounds12 

I VkQ-l( Ipl) I ~ CK (1 + r 8 (Ul)) (4.15) 

for k "" 0, m + k -1 ~ M, and pE: K, t"" tK for any compact 
subset K of R3 - {a}, we find in a similar manner as 
Alsholm, 

II x· PQ-l!<I'D II ~ C K( II!II + II D!II ) II <I'D II , (4.16) 

for K = supp!. 

To obtain an estimate for the last norm in (4.14), we 
follow a similar procedure as was used to derive (4.16). 
That is, we use the representation Ybh=i(a/aqbh)(b 
E: [2, l] u [l + 2, w], h = 1, 2 , 3) where q M denotes the con
jugate momentum to y~h and obtain, taking into account 
(3.8), 

ii £ y(~j ly b 0 pQ-l!<I'D ii ~ C K Ilfll £ II Db <I'D II , 
~;2 ~2 

K = supp!. Here we have used the commutativity prop
erty mentioned following (4.7) and have defined the 
operators D~ in terms of the derivatives27 a/a I qbl com
pletely analogously to the definition of the operator D 

in (4.9). The final estimate for (4.14) now becomes 

II Aij exp( - iY}f<PD II ~ C Krl[ (Ilfll + II D!II ) II <I'D II 
w 

+ II!II 6 IID~<I'DII, 
002 (4.17) 

for t"" tK , where K=8UPP!. We will prove the following 
inequality: 

k+q w 

IIA~j exp(- iY}f<PD II ~ C Kt"k[(1 + t"Q-8(k+Q+1)) 11f116 6 II Dt<l'D II 
aoO b=2 

k+q-l w 

+ r q II Dk+".fll 6 6 111Y!,<I'D II ] (4.18) 
a=O ~=2 

~ 

for t""IK' K=supp!, k""O, q""O, k+q+m-l~M, and 
!E S(R 3

). <I'D is of course defined by (4.6). The con
stant C depends on w as well as on the support of J. 
The numbers j3(k) are defined by (2.10) and (2.11) in 
terms of the decay exponents of Vrw' which have a 
definition of the form (2.17). 

Following the ideas of Alsholm's proof of an analogous 
result in the single channel case, we will prove (4.18) 
by induction in k and q. For k = 0, (4. 18) obviously 
holds for all q"" ° with q + m - 1 ~ M, and for k = 1, 
(4.17) shows that (4.18) holds for q = 0. 28 Assume that, 
for some k"" 0, (4.18) holds for all q"" ° such that k + q 
+ m - 1 ~ M. We shall prove (4.18) with k replaced by 
k + 1 and for all q "" ° such that l? + q + m ~ M. 

By using (4.18) with q = ° for the terms on the right 
side of (4.13) one shows that (4.18) holds with q = ° 
and l? replaced by l? + 1. In deriving this result we make 
use of the following inequalities 
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II IJk I pi Q-YII ~ c K[ (1 + r 6(k+1») llill + II Dk/II] t 
II IJkx 0 PQ-YII ~ c K[ (1 + r 6 (k+ 2») llill + II IJk+YII ]) 

a+l 

Ilna~hxif!D II ~ c~ IID"bif!D II, 
K=supp!, 

r=l 

(4.19) 

(4.20) 

(4.21) 

which are easily obtained where, in the cases of (4.19) 
and (4.20), we use (4.15) and the following interpolation 
inequality of Alsholm: 

(1 + t-6(1+1)) IlnJ-iw II ~ CK [(1 + r 6(j+l») II w II + Il.l)Iw II (4.22) 

valid for t?-tK , withK=suppw, wE~(R3). We emphasize 
that (4.22) has only been applied to norms involving / 
and its derivatives and not to the function if!D or its de
rivatives. 27 

Now we use induction in q and assert that (4. 18) holds 
with k replaced by k + 1 and q replaced by q + 1. The 
truth of this assertion follows from using (4.12) with the 
first term on the right side estimated by (4.18) with q 
replaced by q + 1, and the remaining term estimated by 
(4.18) with k replaced by k + 1. In deriving this result 
we have again used (4.19)-(4.21) as well as the inter
polation inequalities (4.22) and the following inequality 
of Alsholm: 

t-1 11 Dw II ~ C K[ II w II + r k
-

q
-
211 IJk+q+2W II] 

for t?- tK , K = supp ~, w E.s(R3
). This completes the 

proof of (4.18). 

We can now obtain the required estimate for (4.5)by 
using (4.18) along with (4.11) wherein the operator B is 
taken as A~j in (4.18) and we set kp = 1 + 0\ (ij). It 
is then seen that, since we have taken 0 < a1 (ij) < 1, it 
suffices to have k?- 2 in order that p < 1. In particular, 
for k = 2 we obtain 

W~ ,IP) ~ c
K
r1-"'1 ( In llill I1-"'1(jj)J /2' llif!D Illl-"'lWl] /2 

x [iltll + IIDQ+2!11]11+O<1Iin)/2 
<1+2 w 

x(~ ~ IID~if!DII)11+"'1(fj»)/2, (4.23) 
a=O b=2 

where we have used the fact that there exists a q?- 0 
such that12 

q + i3(q + 3) > O. (4.24) 

Since a 1 (ij) > 0, it follows that WE ,Ii (t) is integrable 

for all / E ~(R3) and t?- t K' K:= supp], subj ect to the con
ditions that D't,if!D (0 ~ a ~ q + 2, bE [2, Z]U [1 + 2, w]) exist 
and are square integrable over the appropriate space. 
Subject to these conditions, the required integrability of 
Wt,(t) immediately follows. 

To obtain an estimate for (4.3), we use the bounds 
(2.3) to write 

Wr,s(t)~ C ~ wg,iJ(t), 
r+l Ei.e::Z 
I+IEJ E W 

where 

wg ,/J (t):= II (1 + I x + t y~jj)y b \)_1 ... (Ij l exp( - iY)/XD II. 
b=2 
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(4.25) 

It is seen that (4.25) is of the same form as (4.5) with 
a 1 (ij) replaced by E(ij) and if!D replaced by XD. In view of 
the conditions on E(ij) noted after (2.3), it is clear that 
the same method applies as in our analysis of (4.5). We 
obtain a bound of the form (4.23) with a1(ij) replaced by 
dij) and if!D replaced by XD so that (4.25) is indeed in
tegrable for all/ES,(R3) for t?-tK , K=supp!, subject, 
of course, to the conditions stated after (4.24) wherein 
<PD is replaced by XD. With this stipulation, the required 
integrability condition for wg (t) immediately follows. 

In order to show that the stated conditions on the 
functions XD and <PD are indeed satisfied, we note that, 
by the detinition of the functions A uD stated after (3. 2), 
we have 'PI E C~(R3IZ-(r+1))) and 'P

2 
E C~(R3Iw-(Z+I»)), Thus, 

in particular, 'P1E5(R3IZ-(r+1))) and 'P2E5(R3Iw-(Z+!))), 

where 5 denotes the space of Coo functions of rapid de
crease at infinity of Schwartz. It immediately follows 
thatDbXD andDbif!D (0~a~q+2, bE[2,l]U[Z+2,w]) 
exist and are square integrable over the appropriate 
space. 

With the existence of the limits (2.19) now estab
lished, the fact that n; are isometries follows from 
their being strong limits of unitary operators. 

In order to establish the intertwining relations (2.21), 
we first note that the long range part of the effective 
potential which appears in G~D), as defined in (2. 20a), 
consists of a sum of potentials of the form (2.15) each 
with a set of decay exponents {a

k
, 0 ~ k ~ M} with a

k 

defined by (2.17). We write 

(4.26) 

where the summation runs over all distinct clusters as 
indicated in (2.20a). For each pair of clusters (CpC j ) 

we can now introduce a momentum variable p = (PUP2, 
P3)' each component of which is conjugate to the cor
responding component of a coordinate variable of the 
type of x= (X U X 2 ,X3) used in (3.7). Then we find that 

G<D)(m) (p)_G(LJ)(m)(p)-O, l""m""M, 
t+s,cjc, t,Clc, 

as t - ± 00 for - 00 < s < 00 and p belonging to any compact 
subset of R3 - {O}. Since there are only a finite number 
of terms in the summation in (4.26), it follows that 

s-lim exp[i(G~f;(m) - G~D)(m»)] = I 
t .. :i;oo 

for 1 ~ m "" M and - 00 < s < 00. The intertwining relations 
are now easily established from this result and a stan
dard construction. This concludes the proof of Theorem 
2.1. 

In order to prove Proposition 2.1, we first define the 
wave operators n~, for a channel a consistent with a 
given cluster decomposition D, as the respective re
strictions of n~ to the subspace of channel states (2.22), 
as previously noted in Sec. 2. We will conclude the 
paper by proving that the ranges of n-;, and n~ are or
thogonal for distinct channels a and £3. The proof for 
n; and nii is similar. 
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The simplest method of proof seems to be to show 
that 

s-lim
d
d 

exp(_iG!Dl)h=O (4.27) 
t~+oo t 

for all h belonging to a dense subset of H a' in which a 
is a channel consistent with D. A condition similar to 
(4.27) has been discussed by Amrein, Georgescu, and 
Martin,9 in their postulational approach to multichannel 
scattering, who show that their condition coupled with 
certain well-known properties of the channel Hamil
tonians is sufficient to establish the desired orthogonal
ity. By following their argument, one easily shows that 
orthogonality also follows if their condition is replaced 
by (4.27). 

Returning to the description of an arbitrary cluster 
decomposition given following (3.2), we will prove 
(4.27) for all h of the form (2.22) with jE.§D(R3n) , where 
a denotes a channel consistent with the decomposition 
D. Noting that 

I VG(D)(m-l)(p) I '" C (1 + t l -aW ) 1'" m < M t,i} -....:;: K ,-...:: -= , (4.28) 

(for t?- tK , where K denotes any compact subset of R3 
- {O}) which follows from an inequality of Alsholm, we 
use the momentum representation to see that the argu
ment of each vtJ in (2. 20b) is an increasing function of 
t since we may assume that each a l (ij) is less than unity. 

By splitting the quantity II(d/dt)exp(-iGiD)(ml)hll into 
three cases, as was done earlier in the proof of exis
tence of the operator s n~, and using (2. 20) and (4. 28) 
coupled with the estimate (2.4) for k=O and (2.5), one 
easily verifies that (4.27) holds for all h of the stated 
type. This completes the proof of Proposition 2.1. 

We note from the proof of Theorem 2.1, in particular 
the discussion centering around the operators G*, that 
n~ are generally not unique. This leads to nonunique 
wave operators n~, as we have indicated in the 
paragraph following (2.17). 

After the present paper was written, the author re
ceived a preprint29 in which a theory of multichannel 
scattering by time-dependent potentials is developed by 
a generalization of the approach of Ref. 15. 
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The spectral theory associated with two-dimensional linear partial difference operators of the second order 
on the pseudo-Hilbert space originated by Berezanskii is studied. The present discussion, partly in 
Govindaraju's style, is essentially based on the Kodaira's method. 

1. INTRODUCTION 

In the investigation of spectral properties of two- or 
three -dimensional harmonic lattices in the nearest 
neighbor interaction apprOximation, Asahil has pro
posed a method in which partial difference systems of 
the second order are reduced to ordinary ones by using 
a matrix whose elements are operators. But the sys
tem considered by Asahi is restricted finitely in the 
y direction and extended infinitely in the x direction; the 
present author intends to make the theory complete by 
extending it to the system infinitely spreaded in both 
directions in the case of bounded operators. 

On the other hand, Berezanskii2 has constructed a 
pseudo-Hilbert space in order to treat the operator
coefficient difference equations with application to the 
system of partial difference operators of the second 
order. Since Berezanskii has performed the proof of 
spectral expansion theory by using orthonormal opera
tor-valued polynomials, the present author intends, 
therefore, to develop the spectral theory of partial 
difference operators of the second order in the x direc
tion and of any even order in the y direction, in a 
manner different from Berezanskii. Namely, the meth
ods the present article depends on are those of 
Kodaira's3-6 and Govindaraju's7 types, but uSing the 
pseudo-Hilbert space of Berezanskii. 

This article, partly reported, 8 is composed of two 
parts: Part I is devoted to the investigation of algebraic 
structure of partial difference operator of second order 
in the x direction, the results of which are summarized 
in classification of operators. In Part II we study the 
spectral expansion theory. The application of the spec
tral theory to phySical systems, two-dimensional lat
tice crystals, will be discussed later. 

PART I 

2. 01 FFERENCE EXPRESSION 

We consider an ordinary linear formally self-adjoint 
difference expression of order two with operator coeffi
cients given by 

(Lu)(x) = Q-I(X) {PI(x) u(x + 1) + Po (x) u(x) 

(2.1) 

where x denotes an integer, which runs through a sub
set D of Z, the set of all integers, and Q(x), PI(x), and 
Po (x) are all bounded Hermitian operators on a Hilbert 
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space H. We also assume that Q(x) and PI(x) are posi
tive-definite for all XE D; i. e., the inner product 
(Q(x)v, V)H and (PI(x)v, V)H are positive for every non
zero element v belonging to H. Since the inverse of 
Q(x) exists for all XED, (Q(X)V,V)H=O implies that 
11 = 0 for all xED, which condition holds also for PI (x). 

Although u(x) appeared in Eq. (2.1) is supposed as an 
element of H, we treat in what follows the corresponding 
difference equation for the operator U(x) from H into H, 
given by 

(L U)(x) = Q-I(X) {PI (X) U(x + 1) + Po(X) U(x) 

+PI(x-l) U(x-1)}, (2.2) 

where X belongs to D. 

By L(H 1> H 2) we denote a set of all bounded linear 
operators from a Hilbert space HI into a Hilbert space 
H 2 • Let us define an operator LxE L(H,H) by (LU)(x) 
= L,U(x). Then, the operator L corresponds one-to-one 
to a sequence ( ... ,Lx> L HU "') which belongs to a 
space I, ~.a 8.J L(H, H), where a and b (a < b) stand for the 
boundary points, being allowed to be a = - 00 and b = + 00. 

By putting H' = I, ~.a (fJ H as in Berezanskii, we can sup
pose L belongs to a Hilbert space Ho = L(H, H'). The 
construction of a Hilbert space Ho is discussed on the 
Appendix. 

3. THE 01 FFERENCIAN AND THE LAGRANGE'S 
FORMULA 

We introduce a product for the operators in H defined 
by 

(A, B) H(X) =A *(x) Q(x) B(x). (3.1) 

Since PI(x), po(x) , and Q(x) are assumed to be Hermi
tian, it then holds that 

(L U, V) H(X) -W, L V) H(X) = [u, vi (x) - [u, VI (x -1), 

(3.2) 

where we have put 

[U, Vj(x) = U*(x + 1) p\(x)V(x) - U*(x) PI(x) V(x + 1), 

(3.3) 

which we call the differencian associated with the 
operator L. Furthermore, we introduce a symbol for 
summation given by 
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I! 

i 
'6 "', for z ~ y + 1 , 

x~)I+1 

S~.· • .6.x= yO, forz=y, 

- 6 .. " for y ~ z + 1 . 
x~z+l 

Then it follows from Eq. (3. 2) that 

S~{(L U, V> H(X) - (U, L V> H(X)}t..X = [U, V](z) - [U, V] (y), 

(3.4) 

which is called the Lagrange's formula. 

For later convenience, we give another expression 
for the differencian: 

[U, V](X) = (W*[U]BW[V])(x), 

where we have put 

B(x) = (0 -POl (X») and 
Pl(X) 

W[V] j Vex) \ . 

-\rex +1)} 

(3.5) 

(3.6) 

It is easily seen that the differencian has the following 
properties: 

[U + V, Xl (X) = [u, Xl (X) + [V, X] (x), 

[U, VJ* (X) = - [V, uJ (x). 

4. SOME RESULTS FROM THE LAGRANGE'S 
FORMULA 

(3.7) 

Let E H be the unity operator in H, and denote by 1 for 
each complex number I the operator IE H' of which the 
main property we use is the commutativity to any 
operators in H. 

If U(x) and Vex) satisfy the equations (LU) (x,!) 
= U(x, l)l and (L V)(x, m) = Vex, m)m respectively, then 
we obtain from the Lagrange's formula (3.4) an expres
sion (r-m)S~(U, V)H(X) .6.x=o[U, V](z)-[U, V](y), where 
we have used the property [* == lE H' If the operator 
U(x) can be considered as a function of complex number 
I, U(x) = U(x, 0, then we can define a complex conjugate 
operator li(x, Z) of U(x, Z) by tf(x, l) = U(x,7). Further
more, we define for the operator L in L(H,H ' ) the com
plex conjugate by 

(iU)(x)= [Q-I(X)J* {Pt(x) U(x +1) +Pri(x) U(x) 

+ Ft(x -1) U(x -I)}. (4.1) 

Then, from the assumption of Hermicity of Q(x), Pl(X), 
and Pa(x) for all xED, we have L =L, which gives the 
relation (L U)(x, Z) =0 flex, Z)[*. 

It holds from the Lagrange's formula that 0= (f -l) 
xS~ (U, a) H(X)t..X = [u, VI (z) - [u, ally), which implies 
that, for U(x, l) satisfying the equation (LU)(x, Z) 
= U(x, l)t, the differencian [U, U](x) does not depend on 
x. In such cases we write [U, UJ instead of [U, aJ(x). 

By putting V == U and consequently m = I, in other 
words, when Vex, m) satisfies the same equation for 
U(x,O, the Lagrange's formula is reduced to 

- 2i Im(l) S~(U, U)H(X).6.X=o [U, U](z) - [U, UJ(y), (4.2) 
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which we call the Green's formula. 

By the way we define the transpose of U by 

ut(x, Z) = U*(x, n, 
(ut(x, l)v, v}y =0 (v, u(x, l)v)H' 

5. A CANONICAL SYSTEM OF FUNDAMENTAL 
SOLUTIONS 

(4,3) 

By the canonical system of fundamental solutions of 
the equation 

(LU)(x,Z) = U(x,l)t, XE D, (5.1) 

we mean the set of solutions Sl(X, I) and S2(X,Z) satisfying 
the following three conditions simultaneously: 

and 

[S/Z), Sk(Z)]=EjkEH j,k=1,2, 

S,(x,i),=s/x,Z), j = 1,2, 

Sj (x, t), j =0 1, 2, are integral functions of I, (5. 2)3 

where the matrix [Elk] is given by 

(
0 _1) 

[E,k]== 1 O· (5.3) 

We can prove the existence of such a system of solu
tions by using the transfer-matrix method: We write 
Eq. (5.1) in a matrix form 

W[U](x) == T(x)· W[U](x -1), (5.4) 

where we have put 

( ° T(x) = 
-P;l(X)Pl(x-l) P;'(x) [Q;;;' -Po(x)J 

(5.5) 

Successive applications of Eq. (5.4) give us the relation 
W[U](x) = (T(x) '" T(c +1». W[U](e) , from which we have 

U(x) =0 (T(x)· •. T(e + I}) 11 U(e) + (T(x) ... T(e + l)L2 U(e + 1), 

(5.6) 

where e is a fixed integer contained in D. 

Since (U(e), u(c +1» is a two-dimensional vector, we 
have two independent solutions of Eqo (501) by con
structing two suitable independent vectors as 
(U(e), U(e +1}). Now we proceed to construct such two 
vectors: First, solving the eigenvalue problem B(x)Y 
=AY, we have two eigenvalues Al =iPl(x) (= -A2) with 
the corresponding normalized eigenvectors Yl and Y2 

given by 

1 (iEH) 
Y1 = 12 EH and 

y =_1 (-iE H\ 
2 v'2 E

H
)" 

We introduce real (Hermitian-operator-component) 
vectors WI and VI by putting Y l = (1/v'2)(WI +iVl ) 

x exp( - i (3), f3 being any given real number. Then WI and 

VI are eXP(~:~:;)d in the form (COS{3) 
WI = E H and VI = E H' 

cosf3 sinf3 
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and put 

Sj(x, 1) = (T(x)··. T(c +1))11 ejO) +(T(x) •• 0 T(c +1))12ejll, 

(5.7) 

then the condition (5.2)1 is satisfied, and furthermore 
S/c) and S/c +1), j=1,2, are Hermitian. Since the 
domain and range of PI (c) is the whole space H, we see 
from the construction of the operators Six, Z), j = 1,2, 
that Sj (x, l) has domain and the range H for j = 1, 2, for 
all XE D. 

Conditions (5. 2h and (5. 2)3 are easily verified to be 
satisfied by the operators given by Eq. (5.7). 

It is easily shown from the Lagrange's formula that 
the following formula holds: 

- 2i Im(Z) SC' (SP), Sk(l) H(X)C.X 

= [SP), Sk(l))(Z) -EjkEH, 

where we have used the relations (5.2)1' 

6. SOME RELATIONS FROM THE GREEN'S 
FORMULA 

(5.8) 

For later use we develop some formulae related to 
the Green's formula. First of all, it is easily seen that, 
for any A EH, 

(S~ <S /1), S/T)) H(X) c.x . A, A)H 

= S~ (Q(x)Sj(x, l)A, S/x, Z)A, Sj(x, Z)A) H Ax. (6.1) 

Since the operator Q(x) is positive-definite, we see the 
operator S~<Sj(Z)' Sit)) H(X) Ax is also positive-definite 
for Z ~ c + 1. Hence it turns out that, for Im(Z) * 0, the 
operator [-2iIm(l)r 1 [S/n,Sj(Z))(z), j=1,2, is also 
positi ve -definite: 

-[1/2iIm(Z)][S/!),S/Zl)(z) >0, j=1,2, 

and it is easily shown that this operator is Hermitian. 

Next we derive some useful relations in later sec
tions. For brevity we introduce some notations: 

( 

Sl(X, Z) \ 

F(x,Z)=W[51(1)1(x)= SI(X+1,n)' 

( 

52(X, l) ) 
H(x, l) = W[S2(l) j(x) = , 

52 (x + 1, Z) 
(6.2) 
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Then the relation (5.2)1 is expressed in the form 

(K*BK)(x,Z) =J or (KtBK) (x, Z)=J, 

where {.:=[EjkEH). It holds that (K*BK)(x,l) 

(6.3) 

= (K~BKK-IK)(x, Z) =J(K-1) (x, Z), so that [(K*BK)r1 ](x, l) 
=J(K-1K)(x, l)J-t, which provides the relation 
[(K*BK)J-1 (KtBK))(x,Z) =J. Since r1=J, we obtain 

[(K* BK) J(Kt BK) I (x, l) = - J. (6.4) 

From the identity 

(

F* BF) (F* BH)) 
(K*BK)(x,l) = (x,l), 

(H*BF) (H*BH) 

Eq. (6.4) is reduced to 

[(F*BH)(Ft BE)) (x, Z) - [(F*BF)(HtBF)] (x, Z) = 0, 
(6.5)1 

[(F*BH)(FtBH) ](x, Z) - [(F*BF)(H t Bm) (x, Z) =E H' 

(6.5)2 

[(H*BH)(FtBF)) (x, Z) - [(H*BF)(HtBE)) (x, Z) = -EH 

(6.5)3 

[(H*BH)(Ft Bll) ](x, Z) - [(H*BF)(Ht Bll) j(x, l) = 0. 

Now we can prove the following relation: 

(F*BF)(x,Z) +(HtBll)-I(X,l) 

= [(F* BH)(H* BH)-l (H* BF)) (x, l). (6.6) 

Since (H* BH)(x, Z) has its inverse by the property that 
(H* BH)(x, l) = - [2i Im(l))-l [S 2(Z)' S 2(Z)) (x) > ° for aU 
Im(lhO, we have, from Eq. (6.5)4' (FtBH)(x,Z) 
=[(H*BH)-l(H*BF)(HtBli)](x,Z), so that it holds that 
[(F*BH)(FtBli)] (x, Z) = [(F* BH)(H*BHtl (H* BF)(HtBli)) 
x(x,Z). Using Eq. (6.5)2' we obtain [(F*BH)(HtBli)j(x,l) 
+EH == [(F*BH)(H*BHt l (H*BF)(HtBli)j(x, 1), from which 
we have Eq. (6.6). 

7. RADIUS OPERATOR 

Since the operator -[2iIm(Z)1-1[52 (l),S2(l)](x) is 
positive-definite, we define the operator R(x, Z) by 

R(x, ll= - i{[S2(Z) , 52(Z)) (x)}-t, (7.1) 

which we call the radius operator. This operator is 
easily found to be Hermitain and has the property 

(7,2) 
<0, for Im(Z) <0. 

»

0, for Im(Z) > 0, 
R(x, Z) 

By making use of the Green's formula, we can express 
this radius operator in the form 

R(x, Z) = [1/2 Im(l)] {S~ <5 2(1),52 (1) H(X) Ax}-I. (7.3) 

We see that the operator P(z, l) = SC'(S2(l) , 52(Z» H(X) Ax 
is nonnegative and nondecreasing: 

° ~ P(c, Z) ~ p(c + 1, Z) ~ ••• ~ P(z, 1) ~ ..• , (7.4) 
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because of the following relation, for z > y + 1, 

«P(z,!) - P(y, Z)A, A)H 

= S~+l (Q(x)Six, l)A, Sz(x, l)A)H ~x> 0. 

Furthermore, we can state the following: 

Lemma 7.1: The operator P(x,1) defined above is 
strictly increasing at step 2 in the sense of positive
definiteness. Here by strictly increasing at step n we 
mean the property of a sequence {A(x)} to satisfy an in
equality A(x +n) ~ A(x) for all x. / / 

Proof: If there exists x such that P(x, l) =p(x + 1,1) 
=P(x+2,l), then we have, for any givenAEH, 
«P(x + 1, Z) - p(x, Z)A, A)H = ° and «P(x +2, Z) 
- P(x + 1, Z)A, A)H = 0, from which it follOWS, by using 
the transfer matrix method, that S2(y, Z) is identically 
zero for y ~ x and also identically zero for y <x. Since 
the identically zero solution for Sj(x, Z) is excluded in 
our consideration by the condition (5.2)10 the operator 
P(x, Z) must increase strictly at step 2, which proves 
the lemma. / / 

Next we consider the convergence of the operator 
R(x,l) as x- b. To this end we prove the following: 

Lemma 7.2: LetA and B be Hermitian and positive
definite operators in the Hilbert space H. If A and B 
satisfy the relation ° <A .; B, . then it follows that 
A -1 ~ B- 1 > 0. / / 

Proof: Since A is an Hermitian and positive-definite 
operator in H, there exists its inverse, which is also 
Hermitian and positive-definite. Hence there exists a 
unique Hermitian and positive -definite operator A -1 / 2, 

by making use of which we define an Hermitian and 
positive -definite operator r =A -liZ BA -1/2. Hence the 
relations B -A ~ ° and EH =A -1 /2 AA -1/2 imply that 
r -EH ~ 0, since A -1/2 maps H onto H. 

Now we derive the positive-definiteness of EH _ r- l
• 

Since r-EH is positive-definite, it follows that, for 
any vEH, 

0.; «r -EH)v, V)H = (r '/2v, r l/2v)H - (v, 1I)H 

= I!r'/2vlI~_llvlI~. 

If we put u=r l/2v, then we have lIull~ _lIr-1/2ull~~ 0, 
which implies the relation «EH - r-l)u, U)H ~ 0. Since u 
ranges over the whole H as v runs over H, we obtain 
EH-r-l~o. 

Since it holds that E H = (A -1/2 AA -1/ 2)-1 =A 112 A-I A 1/2 
and r- l = (A -1/2 BA -1/2t l =Al/2 B-I A ' I Z, we arrive at the 
relation 0.;EH_r-1=A'/2(A-1_B-l)A1/2, which implies 
that, for any vEH, «(A -1 _B-l)A1/2v,Al/2V) ~ 0. Since 
the range of A liZ is the whole H, we finally have 
A -1 _B-1 ~ 0. Thus the lemma is proved. QED 

Since there exists, from the Lemma 7. 1, a sequence 
of numbers, c=co <c l <"', such that ° <P(co,Z) 
< P(cl' Z) < .. " it holds from the Lemma 7.2 that 

R(co, Z) > R(c1O!) >, •• > 0, for Im(Z) > 0, 

R(co,!) <R(cu Z) < •.. <0, for Im(!) <0. (7.5) 

Therefore, we can see that R(x, Z) converges to an 
Hermitian operator Ro(l) as x- b in the strong operator 
topology, by using the following: 
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Theorem 7. 1: If a sequence of Hermitian operators, 
AI' A 2 , • •• in H, is monotone-increasing (or decreasing) 
and has upper (or lower) bound, then the sequence con
verges to an Hermitain operator in the strong operator 
topology. / / 

We omit the proof of this theorem, since it is seen in 
elementary textbooks of operator analysis. 

Remark: The property of monotone increase (or 
decrease), not strictly monotone property, provides the 
proof of convergence of R(x, Z) to Rb(l). The convergence 
of R(x, Z) to R.(Z) as x tends to a is also proved 
similarly. 

8. DEFINITION OF BOUNDARY CONDITIONS 

A general solution of Eq. (5.1) is expressed in the 
form 

(8.1) 

Let X(x) be an Hermitain operator in L(H,H) satisfying 
the so-called self-adjoint conditions at a and b: 

s-lim[x,x](x)=O,I=aandb, (8.2) 
x- t 

where a and b (a < b) deSignate the boundary points. In 
what follows fia) and fib) represent the operators 
s -limx_ .fix) and s -limx_ bfix) respectively. We put 

( 

x(r) ) 
X(t) = s-lim , 

r- t x(r + 1) 
t =a or b. (8.3) 

Now we define the boundary condition at a or b for 
>It by 

s-lim(X*BW[>lt]) (x)=O, ka or b, (8.4) 
x- t 

which is Simply rewritten in the form [X, >It] (t) = 0, t = a 
or b. 

Since it holds that W[>ltj(x) = W[Sl(Z)](X}j: 
+W[S2(Z)](x)h, Eq. (8.4) is reduced to (X*BF)(t,l}j~ 
+(X*BH)(t,Z)h.=O. If the operator (X*BH)(t,Z) has its 
inverse, then we get 

h= - Zt(z}j:, ka or b, 

where we have put 

(8.5) 

Zt(Z)=-[(X*BHtl(X*BF)](t,n, t=a or b. (8.6) 

From the linearity of the operator L, scalar multiplica
tion to >It is immaterial. Thus we can putf: =EH, giving 
the solution satisfying the boundary condition at t (= a 
or b) in the form 

(8.7) 

To prove the existence of inverse of (X* BH) (b, Z), 
deal with the following boundary-value problem 
(Govindaraju): 

(L Y)(x,!) = Vex, Z)i, vex, n EL(H,H), 

(W*[Y]BH)(c)=O and (W*[Y]BX)(b) =0, 

we 

(8.8) 

where X(f) satisfies the self-adjoint condition at t = b: 
(X*BX)(t) = 0. The general solution of (LY)(x, Z) = Vex, Z)i 
is described as >It(X,Z)=S,(X,Z)j, +S2(X,Z)fz, Since H(c) 
satisfies the condition (H*BH)(c) =0, we can put X{c) 
=H(c). Substituting>lt into the boundary condition at c, 
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we have (H*BH)(e)/z +(F*BH)(c)f~ =0, which gives the 
solution satisfying the boundary condition at e in the 
form w c(x, l) = S2(X, l)/.. From the fact that w c(x, l) satis
fies the boundary condition at b, we get (H* BX)(b, l) /. 
=0. In order thatf~* 0, (H*BX)(b,n must be the zero 
operator and l is an eigenvalue. 

On the other hand, it is well known that this boundary
value problem has real eigenvalues, so that it holds that 
(H*BX)(b,l)*O for Im(zl*O, which means that 
(X*BH)(b,l) has its inverse for Im(Z) * 0. The existence 
of inverse of (H*BX)(z,l) is shown in a similar way for 
Im(l) * 0. 

9. SOME PROPERTIES OF Z b (/) 

We can easily show the following: 

Lemma 9.1: Let X(x) and fix) be two operators in 
L(H,H). Then the relations [X,X](x)=O and [x,f](x)=O 
imply that (f, flex) = 0. / / 

Proof: From the relation [X, xl(x) = 0, we see that the 
vector W[X](x) is orthogonal to the vector (BW[X])(x). 
Similarly, from [X, flex) = 0, it follows that the vector 
W(fl(x) is orthogonal to the vector (BW[X])(x). Hence 
the vector w(f](x) is linearly dependent to W[X](x), 
namely w(fl(x) = aW[x](x), which provides the relation 
[j, flex) = a[x, x](x) = 0. This proves the lemma. / / 

Now we put 

Gb(x, Z) = W[w bel) lex) = F(x, 1) + H(x, Z)Zb(l). (9.1) 

From the fact that wb(x, l) satisfies the boundary condi
tion at b, one obtains 

(9.2) 

Since X in Eq. (9.2) does not depend on I, it holds from 
Lemma 9. 1 that 

[Gb'(l ')BGb(l) ](b) = 0. 

If we put l'=l and l=l in Eq. (9.3), we get 

Z;;(1) = z/i). 
This is an important property of Zb(l). 

Secondly, we see from the Green's formula that 

- 2i Im(1)S~ (IJ! b(1), W b(l)) H(X) ~x 

= [GtBGb](b,n - [GtBGbl(e, l). 

(9.3) 

(9.4) 

Since the boundary condition at b gives us the relation 
(GtBGb)(b,l) =0 and easy calculation gives us 
(GtBGb)(c,l) =Zb(Z) - Zb(l), it follows that 

S~(Wb(Z),Wb(l»H(X)~X=- I~(Z) Im[Zb(1)]· (9.5) 

This implies that 

~
> 0, for Im(l) <0, 

Im[Zb(!)] 
<0, for Im(l) > 0. 

10. CENTER OPERATOR AND EOUATION OF 
CIRCLE 

We define a center operator at b, Cb(l), by 

Cb(l) = - [(H* BH)-' (H* BF) ](b, n. 
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(9.6) 

(10.1) 

Then the relation 

qU)=Cb(l) 

is obtained, since we have, from Eq. (6.5)4' 

(10.2) 

[(H* BH)-l(H*BF) 1 (x, l) = [(F t Bii)(Ht BH)-II (x, I). 

(10.3) 

Secondly we construct the equation of the circle: From 
the boundary condition at b, the following relation holds: 
gb(l) =" [Gt BGb l(b, l) = [(F* + ZtH*)B(F +HZb) ](b, 1) = 0. 
By the definition of the radius operator and Eq. (6.6), 
this expression turns out to be gb(l) = [Zb(1) - Cb(1) 1* 
x [iR bel) I-I [Z bel) - C b(Z)]- iRbm. If we define a function 
of operators by 

fb(A) = [A - cb(l)]* R~l(Z)[A - Cb(1)l-Rb(l), 

then Eq. (10.4) gives us that 

fb(Zb(l)) = 0. 

(10.4) 

(10.5) 

It is seen natural from the form of Eq. (10.4) to give 
the name "equation of the circle" to the equationt~(A) = ° 
for A E L(H,H), with its center Cb(1) and its radius 
R b(!)· 

One of properties for the center operator is obtained 
as follows: We get from the Green's formula that 

- 2i Im(l) S ~([S, (1) + S2(1) CbU)]* Q[Sl(l) 

+ SP) C
b
(1)]) (x) ~x = - iRb(l) + 2i Im[ C b(1) I, (10.6) 

where we have used the definitions of radius operator 
and center operator and Eq. (6.6). Since it holds that 
Rb(l) < ° for Im(l) > ° and> for Im(Z) < 0, we have from 
Eq. (10.1) that 

\

> 0, for Im(l) < 0, 
1m [Cb(Z)] 

<0, for Im(l) : 0. 

11. CONVERGENCE OF Z, (I) as r -+ b 

(10.7) 

Now we examine the limit of Zy(l) as r goes to l!. For 
r' >1' +1, we have 

- 2i Im(l) S;'(w r(l), W r(l) H(X) ~x 

= if" (Zy(l)) +2ilm[Zy(l)j, 

which gives us the relation 

It then follows that 

~
> 0, for Im(l) <0, 

fy,(Zr(l)) 
<0, for Im(z) >0. 

Similarly, for l' > 1" + 1, we have 

from which one obtains 

<0, for Im(l) <0, 
\

'>0, for Im(l) >0, 
fr,(Zr(l)) 

By the relation Ifr(Cr(l)) = - iRJi) obtained in Sec. 
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it holds that frCCr(Z) > 0 for Im(Z) > 0 and <0 for 
Im(l) <0. 

Now we define the circle at r, Nr(Z), associated with 
the operator L by 

(11.3) 

and its interior at r, Mr(l), by 

M r(1)={Alfr(A) >0, Im(Z) >0, AEL(H,H)}. (11.4) 

Then we see from the discussions in Sec. 7 that 

(11.5) 

Since the radius operator R(r, Z) tends strongly to an 
operator Rb(Z) as r- b, if Ro(Z) is a nonzero operator in 
H, then the circle tends to a limiting circle No(l). In 
this case Zo(Z) depends on the boundary condition at b, 
which will be called the limit circle case. If the limit 
radius operator becomes a zero operator, then the 
circle at r tends to a point, namely the center operator 
co(l). In this case the operator Zr(l) tends to the opera
tor Co(l) and does not depend on the boundary condition 
at r previously imposed, which is called the limit point 
case. 

Since the arguments about the other boundary points 
a are discussed similarly, we can classify the operator 
L as follows: 

(i) limit point type at both end points, 

(ii) limit pOint type at a and limit circle type at b, 

(iii) limit circle type at a and limit point type at b, 

(iv) limit Circle type at both end points. 

The corresponding classifications of one-dimensional 
operators of the second order are seen in Ref. 5. 

PAR'T II 

12. NULL-PRODUCT OPERATOR 

For the purpose of constructing a Green's function 
we introduce the so-called null-product in the following 
way: As to two general solutions lJI(x,l;f)==Sj(x,nh 
+S2(X, Z)j; and \]I (x, l;g)=Sj(x, nil +S2(X, Z)g2' we define 
the null product by 

[Lt, g J] (l) = [\]I( '. '; j), ~( " 1; g)] (x), (12.1) 

which is reduced to 

(12.2) 

by using the property of canonical system of fundamen
tal solutions. We continue to construct the null-product 
operator. If we impose the boundary conditions at a and 
b, 

(X*BW[lJI])(t) =0, t=a, b, (1203) 

then one obtains a set of two solutions 

(12.4) 

where Za(n and Zb(Z) are determined by, for t=a, b, 

Zt(Z) = _((X*BH)-l (X*BF)] (t, l), 

in the limit circle case at t, (1205) 
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in the limit point case at to 

If we put(' i:r)breVit
y

, (En) 
hi == and ~= 

Za(l) Zo(l) 
(12.6) 

then we get Hhl'~]] (1) = Z. (Z) - Zb(l). Now we define the 
matrix operator by 

] (l) =(Hhu hI]] (Z) Hhu ~]J (Z»), 
[[~, hJ] (l) [[~, ~]] (Z) 

(12.7) 

which we call the null-product operator. If, for sim
plicity, we put 

Z(Z) = Zb(n - Za(l), 

then it follows that 

] (Z) =(0 -zm) . 
z(l) 0 

(120 8) 

(12 0 9) 

Since it holds from the definitions of w[!] and B(x) that 
(W*[lJI ]Bw[~J) (x, l) = (W*[lJIb]Bw[~b)) (x, 1)=0 and 
(W*[\]I:]BW[~b]) (x, l) =- (W*[lJIb]BW[~a]) (x, 1) = 
[[hI> ~]] (Z), we get 

(Y*By)(x, Z)=](l) and <y]-l Y*) (x, 1)=B-1(x), 

(12 0 10) 

where we have put 

C
a(x, l) 

Y(x, Z) = 
lJIa(x + 1, Z) 

Then the relations between elements in Eq. (12.10) are 
written down in the forms 

(~dj) T1lJl:(k»(X, l) - (~~j) Z-llJla*(k»)(X, Z) 

= sgn(j - k)(1 - 6 jk) P;I(X), j, k = 0,1, (12.11) 

which will be used to derive some properties of a 
Green's function constructed in the following section. 
Here we have used a notation lJI(n) (x, Z) = lJI(x + n, Z). 

13. GREEN'S FUNCTION 

The construction of a Green's function is the key point 
for the spectral expansion theorem. We put 

\

lJIa(Y' Z)Z-I(Z) 1JI;(x, Z), for Y '" x, 
G(x, Y; 1) = 

lJIb(y, Z)Z-I(Z) 1JI!(x, n, for y > x, 

and, for any A(X)E L(H,H), 

(13.1) 

(13.2) 

After elementary calculations, taking into account the 
concrete forms for G(x, y;l), Eq. (13.1), we arrive at 
the relation 

(LU)(x, Z) = IU(x, Z) + A(x)o (13.3) 

Secondly we define the Green's operator G(l) by 

(GA)(x, Z)=S:<G(x, . ;l),A('»n(Y) ~Y, (13.4) 

by which Eq. (13.3) is expressed in the form 
[(L -Z)G(l)A] (x) =A(x). We omit the proof of the relation 
[G(l)(L -l)A] (x) =A(x). Now, from these last two for-
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mulas, we can describe the Green's operator define by 
Eq. (13.4) in the form G(Z) = (L -It' . 

14. OPERATOR MATRIX M(t) 

The matrix obtained in this section is directly related 
to the spectral expression of operator associated with 
L. The Green's function defined by Eq. (13.1) is ex
pressed by means of canonical system of fundamental 
solutions in the forms 

C
i(X,Z)\ 

G(x, y; l) = (S h, l), S2(Y' Z))M(l) ) 

i(x, Z) 

for y,,; x, (14.1) 

where the matrix defined by 

(14.2) 

satisfies the relation M(Z) - Mt(Z) = - J, because zt(n 
= Z(l). The expression of G(x, y; Z) for y > x is obtained 
by putting Mt(l) in Eq. (14.1) instead of M(l). 

15. CONSTRUCTION OF A SELF-ADJOINT 
OPERATOR FROM L 

Consider a subdomain D of the defining domain of the 
operator L given by D={UI UEHo, LUEHo}, and let T 
be the operator obtained from L by restricting its do
main withinD: T=LID (or TU=LUif UED)' Further
more, let us putDa={UI UED, [X, U](a)=O}, Db 
={UI UED, [X, Uj(b) =O} and Do=DanDb' Let To be an 
operator obtained from T by restricting its domain 
within Do. Then it is easily proved that To is symmetric 
and self-adjoint. The detail discussions are seen in Ref. 
6, though some modifications should be required. We 
put H = To in what follows. 

16. CONSTRUCTION OF A SPECTRAL 
OPERATOR FUNCTION. I 

We treat in this section the operator H instead of L. 
As in the case of the Green's operator of L, the opera
tor G(Z) given by Eq. (13.4) is a resolvent operator of 
H-l. Since H is self-adjoint, we have the spectral de
composition of H in the form 

H=J.:XdE(A), E(A)EL(Ho,Ho), (16.1) 

where {E(A)} is the resolution of the identity. Let us put 
U(x, A) = [E(A) - E(O) jU(x), U(x,~) = E(6.)U(x) = U(x, A) 
-U(X,Il) for ~=]Il,A], UEHo, and U(x,A)=S~(G(x,·;Z), 
V(A» H(Y) ~Y = (G(Z)V(A») (x). Then it follows that, for 
m=-1,0,1, 

u(ml(X, l) = U(x + m, l) = S~ (e(m \x, . ; l), V(A» H(Y) Ay 

=(G(ml(x,' ;Z), V(A})H' 
o 

Since it holds that V(x, A) = [(H -l)U(A) j(x) 
=[fa(A-Z)dE(A)U](X), we obtain 

u(m l(X, ~) = (J a (A -l) dE(A)G(m l(X, • ; Z), [J; HO' (16.2) 

From Eq. (14.1) we get 
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for y,;:: c, 
(16.3) 

for y > c, 

for y,,; c, 
(16.4) 

for y>c, 

then we get 

2 

G(m l (c, y; Z) = L r j(y, Z)ejm l, (16.5) 
j-l 

from which u(ml(c, A) in Eq. (16.2) turns out to be 

2 

u(ml(c, .0.)=,6 e;ml(J (A-Z)dE(A)r/',l), U)H' 
}-:1 ~ 0 

where we have used the relation (ejm l)* = ejm land 
e jrn l E L (H , H) . 

Secondly putting 

~h,A)=Ja(A-l)dE(A)rh,Z), (16.6) 

we obtain 

or setting 

Uj(~)=<~/o, ~), U)H , (16.8) 
o 

we get finally 
2 

u(m)(c, A) = L ejmlUJ(A). (16.9) 
j=l 

17. INTEGRO-DI FFERENCE EQUATION FOR 
OBTAINING SPECTRA 

We treat in this section the equation 

(LU)(x, ~)= J a IldU(x, Il), (17.1) 

which is used to get the spectral expansion formula. It 
is easily shown that the expression 

2 

Uo(x, A) = JaZ::,• S/x, ll)dUj(Il), (17.2) 
J. 

satisfies Eq. (17. 1). We now seek for the solution of 
Eq. (17. 1) under the initial condition 

2 

L e(mluj(~)=u(ml(c,D.), m=l,O,-1. (17.3) 
j:1 } 

Putting U(x,~) = Uo(x, A) + T(x, ~), and substituting it 
into Eq. (17.1), we have 

(LU)(x,~)=Ja IldUo(X,Il)+(LT)(x,~). (17.4) 

On the other hand, it holds that (LU)(x,~) 
= [alldUo(X, Il) + [alldT(x, Il), from which we get 

(LT)(x,~)=JalldT(x,ll). (17.5) 

From the relation u(m l(c, ~) = ucim l(C, A) + T(c, A) and 
Eq. (17.2), we have 

2 2 
u(ml(c ~) = J [; s(ml(c, A)dUj(A) =L e(mlUj(~). 
0' ~ }=1 J j:sl J 

Therefore, T(m l(x, ~) must satisfy the initial condition 

T(ml(c, A) =0, m = -1,0,1. (17.6) 
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We can easily show that the solution T(x,'\') of Eq. 
(17.5) under the initial condition (17.6) is zero opera
tor, which implies that the solution U(x,.\.) = Uo(x,.\.) is 
a unique solution of Eq. (17.1) under the condition 
(17.3). 

18. CONSTRUCTION OF A SPECTRAL OPERATOR 
FUNCTION. II 

As shown in Sec. 17, the solution of Eq. (17. 1) under 
the initial condition (16.8) is expressed, by using Eq. 
(16.7), in the form 

2 

U(x,.6.)=1 LSiX,Il)d(~i',Il)'U)H' (18.1) 
<I. j=l 0 

Since we can put U(x,.\.) = ~k(X, '\'), we have 
2 

~k(X, .6.) = 1<1. L Sj(X, 11) d(~k, 11), ~k(" 11» HO' 
J·l 

Putting 

pjk(.6.)==(~/., .6.), ~k(" .6.»H
O
' 

and therefore, by using Eq. (16.6), 

pjk(.6.)== IJ Il-ZI2d(E(Il)r/',n,rk(',Zl>HO' 

we obtain 

I: I.\. _ZI-2 dpjk(.\.) =(rk, Z), r k (·, Z» HO' 

It follows from Eqs. (16.5) and (5.8) that 

[(r j' r k)(l) J = - [2i Im(!)]-l [M*JM - (Mt)*JM t J(Z) 

- [2iIm(Z)]-1 [(KMt)*B(KM t)] (b) 

- (2i 1m (l)]-l [(KM)* B(KM)j (a). 

(18.2) 

(18.3) 

(18.4) 

The boundary conditions in the forms (CfBCt)(t,Z) ==0 
yields [(KM)*B(KM)j(t) =0, for t==a and b, from which 
we get 

[(r P), r .m) Ho] = - [2i Im(Z)]-l [M*JM - (Mt)*JM t ] (Z). 

(18.5) 
The elementary matrix calculations of right-hand side 
of Eq. (18.5) gives us the relation [M*JM - (Mt)*JMt](Z) 
= M(l) - M(Z) = - 2i Im[M(l)], where we have used the 
property M*(Z)=M(l}. Consequently, Eq. (18.4) is re
duced to 

r: I.\. _ZI-2 Im(l) dP(.\.) == 1m [M(Z) ], (18.6) 

where we have put 

(18.7) 

The inverse formula of Eq. (18.6) is expressed in the 
form 

P('\')=-lim1T'11~Im[M(1l +iE)]dll, (18.8) 
e"+O 0 

and has the properties P(.\.) '" 0 and P*(.\.) = P(.\.). 

19. EXPANSION FORMULA 

Since we have from Eqs. (18.2) and (18.3) 
2 

~k(X,.6.) = 1<1. 2: Sj(x, ll)dpik(Il), (19.1) 
)=1 

substitution of this formula into Eq. (18.1) provides 
2 

U(x,.6.) = I L Six, ll)dVj(Il), 
.6. ;=1 

Vj(.6.) = S~ (J <I. t Sk(X, 11) dpkj( 11») * Q(x) U(x) .6.x, 
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or formally, making.\. - 00 and 11 - - 00 in .6. =] jJ., .\.], 
2 

U(x) = S~ L I: Sj(X, iJ.)dpkj(jJ.)S:(y, iJ.) Q(y) U(y) .6.y. 
i,hl 

APPENDIX: CONSTRUCTION OF A HILBERT 
SPACE Ho 

(19.2) 

As to the results in this appendix, reference should 
be made to Berezanskii. 2 Let H be a Hilbert space with 
inner product (', ')H' and the norm IluIIH=(u,U)H' Next 
we introduce a dire ct sum of H: H' = L: x.a EB H, whe re a 
and b may be improper. In this space the inner product 
is defined by (u, v)H' = 'i, ~.a(ux' v')H' and also any u E H' 
designates ( .. , U" u •• l>· •• ). 

Let L(H,H) be a set of all bounded linear operators 
from H into H, which is a vector space under ordinary 
addition of operators. If we assume that U x E L(H, H) for 
all xED, and put u = ( .. " U" u"1> ... ), then u is an 
element of a direct sum of L(H,H): u E'i, EBL(H,H). We 
define a product of this u and any A E H such that uA 
= ( •. " u,A, U,'l A, ..• ). Then u becomes a linear opera
tor from H into HI. Hence we denote by Ho the set of all 
bounded linear operator from HI into H'. The operator 
L considered in the main text can be regarded as an 
operator belonging to Ho. 

Now we construct a Hilbert space Ho. First of all we 
define an inner product in Ho by 

(U,V)HO=U*QV [EL(H,H)], (AI) 

where u, v E Ho and Q is a fixed positive -definite opera
tor H' - H', and furthe rmore we have defined u * as an 
operator H' into H by (u*A,B)H=(A,uB)H" BEH, 
A EH'. The inner product defined by Eq. (AI) has the 
properties: (U,V+W)Ho=(U,V)H

9 
+(U,W)Ho' (U+V,W)Ho 

=(U,W)H +(V,W)HO" (U,VA)H =\U,V)H .11., forA 
EL(H,H), (uA,V)Ho=A*(U,V)Ho' and (U,V)*HO=(V,U)HO' 
The positive -definiteness of (u, u) Ho is shown by the 
relation «u, u) Ho '1), II)H = (u*Quv, V)H = (QU11, uV)H' '" O. 
Furthermore, the operator (u, u) Ho is easily shown to 
be Hermitian in H. 

Now we introduce a topology in H o, which is a strong 
operator topology in H ': 

Definition A. 1: A sequence {u (n)} in Ho converges to 
au E Ho if and only if, for any given E > 0 and for each 
v E H, there exists a positive integer N such that 
lIu(n)v -uvll H, <E for all n >N.// 

With respect to this topology, Ho becomes complete. 
To show this, we define Cauchy sequence in Ho: 

Definition A. 2: A sequence {u (n)} in Ho is a Cauchy 
sequence if and only if, for any given E > 0 and for each 
v E H, there exists a positive integer N such that 
lIu(n)v - U (m)vllH' <E for all n, m > N. / / 

Then, we easily prove in the usual manner the 
following: 

Theorem A. 1: The space Ho is complete in the sense 
that any Cauchy sequence converges. / / 
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Uniform bounds of the pressures of the A<P ~ field model 
Yong Moon Park* 

Fakultiit fur Physik, Universitiit Bielefeld. 48 Bielefeld. West Germany 
(Received 15 December 1975) 

We show that the pressures of the Acj>; field model with free and with periodic boundary conditions are 
bounded uniformly in space cutoff. 

I. INTRODUCTION 

In this paper we study the partition function Z(a, b,e) 
[ZP(a, b,c)} and the pressure a(a, b,e) [aP(a, b,c)} for 
the "-<p~ quantum field theory in a finite box n = a x b Xc 

centered at the origin with free (periodic) boundary con
ditions. The partition function Z(a, b, c) is defined as the 
limit of momentum cutoff quantities: 

Z.(a, b, c) = (exp[ - V.(a, b, e)}) , 

where V. (a, b, c) is the doubly cutoff (momentum cutoff 
K and space cutoff n = a x b x e) inter action action of the 
"-<p~ field model and ( 0) stands for the expectation of 
the Gaussian measure with mean zero and covariance 
(-ll. + m;)-l. For detailed definitions we refer the reader 
to Glimm and Jaffel and Feldman. 2 Glimm and Jaffe 
have obtained bounds uniform in K, of the form: 

Z.(a, b,c)~ (const)abc. (1. 1) 

Feldman2 has shown that Z. (a, b, e) converges as K - 1 
and thus the bounds apply also to the limit function 

Z(a, b,e)= lim Z.(a, b,e) . (1. 2) 
• _1 

Thus the pressure defined by 

a(a, b, e) = (abc )-llogZ(a, b, c) 

is bounded above uniformly in the volume n. The cor
responding quantities ZP(a,b,e) and aP(a,b,e) for 
periodic boundary conditions are defined similarly in 
terms of the periodic action V;'(a,b,e) with periodic 
boundary conditions on (In, see Ref. 3. The periodic 
partition function zP (a, b, e) also satisfies a bound of 
the form (1, 1). Finally we will consider the partition 
functions Z:(a, b, e) of the lattice approximation with 
periodic boundary conditions defined by Park,3 and the 
corresponding pressures af(a,b,e). Here 6 denotes the 
lattice spacing parameter and as has been shown by 
Park,3 Zt(a,b,e) also satisfies a bound of the form (1.1) 
uniformly in 6 and converges to zP (a, b, e) as 6 tends to 
zero. 

Our prinCipal results for the partition functions are 
given in the following theorem. 

Theorem 1.1: There are constants d l and d 2 indepen-
dent of a,b,e,l5, such that: 

(a) exp(-dlabe)~ Z(a, b,e)~ exp(d2abe) , 

(b) exp(-dlabe)~ ZP(a,b,e)~ exp(d2abc) , 

(c) exp(-dlabc)~ Z:(a,b,e)~ exp(d2abe). 

As an immediate corollary we obtain 

Corollary 1. 2: The finite volume pressures a(a, b,d, 
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aP(a, b,e), and a:(a, b,c) are bounded uniformly in a, b, 
c, and 15. 

A comment on our result and method of its proof 
might be useful. Recently the existence of the weakly 
coupled "-<Pi field model has been established by Feldman 
and Osterwalder4 and Magnen and Seneor5 independently. 
The next step might involve the method of P(<P)2 6 to 
establish the existence of the strongly coupled "-<pi field 
model. It has been suggested that controlling the pres
sures controls the Schwinger functions. 7,8 Our result 
is the first step in controlling the pressure of the "-<pi 
field model. The method we will use is very simple and 
looks useful. The main techniques are the method of 
transfer matrix, Nelson's symmetry and Holder's in
equality. We believe that by using our method one may 
obtain the exponential bounds of the "-<pi field model. 
Also it will be interesting to show the convergence of 
the pressures as the volume of the box n tends to 
infinity. 

II. PROOF OF THE MAIN RESULTS 

In this section we give the proof of Theorem 1. 1. The 
method we will use is the method of transfer matrix, 
Nelson's symmetry and Holder's inequality. 6 The main 
procedure is as follows: To show Theorem 1. 1 for 
Z(a, b, c) we first transfer the partition function into 
transfer matrix form and then use Holder'" Inequality 
to contract length e of one side into length 2E ,E > O. This 
allows one to compare the lower bound of Z(a, b, c) with 
that of Z(a,b,2El. Nelson's symmetry gives us the 
relation Z(a,b,2E)=Z(2E,a,b). We use the above proce
dure two more times. The exponential (lower) bound 
of Z(a, b, c) can be obtained from the fact that Z(E, E, E) 
> t for small E. The above method will be also applied 
for ZP(a,b,c) and Z:(a,b,c). The above method has 
been used by Guerra for the P(<P)2 model. 6 We will modi
fy Guerra's method slightly to control the divergent 
wavefunction renormalization. Let HJa, b) be the doubly 
cutoff (momentum cutoff K and space cutoff aX b) in
teraction Hamiltonian. See Ref. 1, Sec. 1.1 for the de
tailed definition. In this section we will always assume 
that there is no momentum cutoff in the interaction 
action V.(a,b,c) in the time direction (see Ref. 1, Sec. 
1. 1). The partition function and the Hamiltonian are 
related through l 

Z.(a, b,c)=(exp[ -eH.(a, b)D exp[A.(a,b) + T.(a,b,e)}, 

(2.1) 

where A. + T. is the wavefunction renor malization l • 

In the notation of Glimm and Jaffe, A.=A2 (K)+A3(x) 
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and TK = T2(K) + T3(K). Here we have written the wave
function renormalization into two parts to separate the 
time independent divergent term AK(a, b) from the time 
dependent regular ter m TK (a, b ,c). Eventually we will 
be able to control the divergent term 1\. First note 
that from Ref. 1, Sec. 1. 1 for a, b, c ~ E > 0 there is 
a constant, independent of the box n = a X b x c and mo
mentum cutoff K such that 

I TK(a, b, c) I ~ const(E)abc. (2.2) 

For notational convenience we write 

iK(a, b, c) = (exp[ - cHK(a, b)]) exp[AK(a, b)], 

i(a, b, c) = lim ZK(a, b, c). 
(2.3) 

K-1 

The above limits exists by (1. 2), (2.1), and (2.2). From 
(1. 1), (2. 1), and (2.2) it also follows that 

exp[ - O(abc)]ZK(a, b,c)~ ZK(a, b,c)~ exp[O(a, b,c)]. (2.4) 

The above relation also holds between Z(a, b, c) and 
Z(a, b, c). The Holder's inequality yields 

(exp[ - cHK(a , b)]) >. [(exp[ - 2EHK(a, b)])] (0-0 l 10 (2.5) 
(exp[ -EHK(a, b)]) ~ (exp[ -EHK(a, b)]) 

for (c - E)I E ~ 1. The above is a modification of Guerra's 
method. 6 From Nelson's symmetry in the lattice ap
proximation and convergence of the lattice approxima
tion as lattice spacing tends to zero, 9 we also obtain 

Z(a, b, c)= Z(c,a, b)= Z(b,c, a). (2.6) 

Proof of Theorem 1.1(a): We only need to prove the 
first ineqality. From (2.4)-(2.6) it follows that for 
(c-E)/E~l 

Z(a b c)~exp[-O(abc)]limZK(a,b,c) by (2.4) 
, , K~l 

. [(exp[ - cHK(a, b)])] 
~ exp[ - O(abc)] :l~ (exp[ _ EHK(a, b)]) 

xiK(a, b,E) by (2.3) 

~ exp[ - O(abc)] lim [iK(a, b,2E)]<C-O l/ o 

K-1 

x[iK(a, b,E)]-(0-26)Ie by (2.5) 

~ exp[ - const(E)abc] lim [iK(a, b, 2E)](0-e l Ie 
K- 1 

by (2.4) and (1.1) 

~ exp[ - const(E )abc ][Z(a, b, 2E) ](o-e l Ie 

by (2.4) and (1.1) 

(2.4) 

(2.3) 

(2.5) 

~ exp[ - const(E)abc][Z(2E,a, b)](o-el/o by (2.6). 

Applying the above procedure two more times, we ar
rive at 

[ t( ) b ][Z( ? 2 2 )]<a_0)(b_0)(0_el/0 3 

Z(a, b,c) ~ exp - cons E a c ~E, E, E . 

(2.7) 

Using Feldman's method,2 it is not hard to show that 
Z(E,E,E) -1 as E - O. Choose E sufficiently small such 
that Z(2E, 2E, 2E) ~ t. Theorem 1. 1 (a) then follows from 

(2.7). • 

We next prove Theorem 1.1(b) and (c). We denote 
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by V~ (a, b, c) the momentum cutoff interaction action of 
the ('A¢4 - a¢2 - 1l¢)3 field model with periodic boundary 
conditions. See Ref. 3 for detailed discussions and 
definitions. In general we allow that a and Il can be dif
ferent from zero. We also define V:P(a,b,c) by 
V~P(a, b, c) = VK(a, b, c) where VK(a, b, c) is the action 
corresponding to free boundary conditions. The half 
periodic partition function is defined by 

Z~P(a, b, c) = (exp[ - V~P(a, b, c)D, 

where we understand that ( .) stands for the expectation 
with respect to the Gaussian measure for periodic 
boundary conditions on an. Using a formula relating 
two Wick orderings and using the explicit definitions of 
the actions, 1,3 it is easy to check that 

V~P(a, b,c)= V~(a, b,c) + b(K) 1: ¢;(x):p dx + C(K, n), 
n 

I b(K) I ~ const uniformly in K, (2.8) 

IC(K,n)1 ~ const abc uniformly in K. 

Here we note that two divergence terms arose from 
the change in the mass and vacuum counter terms in 
(2.8), but these cancelled each other out. The relation 
(2.8) implies that, to prove Theorem 1.1(b), it is suf
ficient to show that ZHP(a, b, c) ~ exp[ - O(abc)] for the 
('A¢4 _ a¢2 - 1l¢)3 model in general. From (2.8) and the 
result of Ref. 3 it follows that 

ZHP(a, b,c) = lim Z~P(a, b, c) 
k-1 

exists. Let H~ (a, b) be the free Hamiltonian in a periodic 
square aXb and let H;(a,b) be the momentum cutoff 
(half periodic) interaction Hamiltonian of the ('A¢4 - a¢2 
- 1lr/J)3 field model. Following Ref. 10 we have 

(2.9) 

We again use Holder's inequality to obtain 

Tr{exp[ - cH~(a, b)]} >. [Tr{exp[ - 2EH:(a, b)]} J 
Tr{exp[-EHf(a, b)]} ~ Tr{exp[-EH;(a, b)]} 

<C-e l Ie 

(:l.10) 

for (c - E)I E ~ 1. An explicit computation yields (c ~ E> 0) 

exp[ - O(abc)] ~ Tr{exp[ - cH~(a, b)]}~ exp[O(abc)]. (2.11) 

From (2.4) and the upper bound of the partition func
tion3 we also have 

Z~P(a, b , c) ~ exp[O(abc )]. (2.12) 

From Nelson's symmetry for the half periodic parti
tion function we have 

ZHP(a, b,c)= ZHP(c,a, b). (2.13) 

We are now ready to prove Theorem 1.1(b) and (c). 

Proof of Theorem 1. 1 (b) and (c): We follow the 
method used in the proof of part (a). From (2.9)-(2.13) 
it follows that for 

HP ) [()]. Tr{exp[ - cHP(a, b,c)] 
Z (a, b,c ~ exp - 0 abc hm T _ HP( b)]} 

K -1 r exp E K a, 

XZ~P(a,b,E) by (2.9) and (2.11) 
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'" exp[ - const(E)abc] lim [Z:P(a, b, 2E)](c"') 'E 
K~l 

x [Z:P (a, b,el]-(c-2E
) 'E by (2.10) and (2.11) 

'" exp[ - const(E)abc] lim [Z:P(a, b, 2E)](c-E
) 'E 

K~l 

by (2.12) 

= exp[ - const(E )abc ][ZHP (a, b, 2E) ](C-E) 'E 

= exp[ - const(E)abc ][ZHP (2E, a, b)](C-E) '6 
by (2.13) 

In Ref. 3 it has been shown that, for any E, zP (2E, 2E, 2E) 
> 0 for the (A¢4 - a¢2 - !J.¢)3 model. From (2.8) we also 
have that ZHP(2E,2E,2E) > O. This gives us 

ZH P(a, b, c) '" exp[ - O(abc)]. (2.14) 

To show the above bound for ZP(a,b,c) we choose a 
= limK~l b(K) and !J. = O. Theorem 1.1(b) now follows from 
(2.8) and (2.14). 

We now give a brief discussion of the proof of 
Theorem 1.1(c). Notice that the relations correspond
ing to (2.9), (2.10), and (2.13) hold for the lattice ap
proximation. Also the relations corresponding to (2.8) 
and (2. 12) hold for the lattice approximation (uniformly 
in 6). Hence, if one follows the procedure used in the 
proof of Theorem 1.1(b), one may obtain that 

ZZP (a, b, c) '" exp[ - const(E )abc] 

1075 

3 
X [ZZP (2E, 2E, 2E)](a-E )(b-E )(C- E) 'E • 

J. Math. Phys., Vol. 17, No.6, June 1976 

From the convergence of the lattice approximation and 
from the argument used in the later part of the proof 
of Theorem 1.1(b) we have proven Theorem 1.1(c). 
This complete the proof. • 

Note added in manuscript: E. Seiler and B. Simon 
have independently developed techniques similar to ours 
in "Nelson's Symmetry and All That in Yukaw~ and 
(¢4)3 Field Theories" (Princeton University Preprint, 
1975). 
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